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Abstract. The EU H2020 ENRICHME project is aimed at developing
a socially assistive robot that can adapt its behavior based on the profile
of the individual it interacts with. In this paper, we investigate how the
ENRICHME project web-based News Application can be adapted based
on the sensory profile and personality of the individual. The interaction
between the robot and the individual takes place at three different dis-
tances (70cm, 1.2m, and 2m). The robot can use visual (showing or not
showing the news on its touchscreen) and auditory (reading the news out
loud) stimuli during the interaction. We looked at different physiological
parameters (blinking, heart rate, respiration rate, and GSR) and we can
report that we found statistical results that show that the physiological
parameters vary based on interaction distance, condition, sensory profile,
and personality.

1 Introduction

The main purpose of the EU H2020 ENRICHME1 project is to develop a socially
assistive robot for the elderly with mild cognitive impairment (MCI). This system
will enable the elderly to remain active and independent for as long as possible
and to also enhance their everyday quality of life. Moreover, the system should
be able to adapt its behavior based on the profile of the user it interacts with
(e.g., personality, preferences).

A review of the literature shows that the adaptation of the behavior of the
robot can be based on the personality of the user [15, 18], the affective state of
the user [11], or proxemics [17, 16, 12].

There are multiple theories related to personality [3, 6, 8]. In this research,
we focused on the theory proposed by Eysenck [6], as it considers that personal-
ity traits have a physiological basis. According to Eysenck’s Personality theory
(PEN), there are three main personality traits that characterize an individual:
extraversion, neuroticism, and psychotism. Research has shown that all three
personality traits are determined by biological factors [5]. In this study, we have
decided to characterize the participants based only on the extraversion person-
ality trait.

1 www.enrichme.eu
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Dunn’s Model of Sensory Processing [4] is a four-quadrant model that mea-
sures our responses to everyday sensory experiences. The model was conceptual-
ized on the relationship between the neurological threshold (low and high), and
behavioral response (accordance and counteract). In this research, we analyze
only the visual and auditory sensory processing categories corresponding to all
four quadrants: Sensation Avoiding (low neurological threshold and counteract),
Sensory Sensitivity (low neurological threshold and accordance), Sensation Seek-
ing (high neurological threshold and counteract), and Low Registration (high
neurological threshold and accordance). The visual and auditory sensory pro-
cessing categories have been chosen as they are better suited for an interaction
between a robot and a user.

Individuals with high scores in Sensation Avoiding are overwhelmed or both-
ered by intense stimuli. Individuals with low scores do not engage in behaviors
that lessen sensory stimuli. High scores in Sensory Sensitivity indicate that indi-
viduals will try to eliminate distractions. In contrast, individuals with low scores
are not distracted or overwhelmed by sensory stimuli.

The purpose of this experiment is to find the interaction distance, and com-
bination of auditory and visual stimuli in a news reading task at which the
participants feel most comfortable. The personality of the participant will also
be taken into account.

The present paper is structured as follows. Section 2 presents the experimen-
tal design of the experiment. The results are shown in Section 3. Finally, Section
4 concludes the paper and offers a perspective on future work.

2 Experimental Design

2.1 Robotic platform and Sensors

In this experiment, a customized TIAGo robot (see Fig. 1) was used [13], which
was developed by PAL Robotics2 in Spain. The robot was customized for the
needs of the ENRICHME EU H2020 project. It features a mobile base, a lifting
torso, a touch-screen and a head. The frontal part of the head contains a speaker.
The head features an Orbbec Astra RGB-D sensor, which provides a 640x480
RGB image at up to 30 Hz. An Optris PI450 USB-powered thermal camera
is mounted on the head of the robot. The camera has an optical resolution of
382x288 pixels and a spectral range from 7.5 to 13 µm. It is capable of measuring
temperatures ranging from -20◦C to 900◦C at a frame rate of 80 Hz.

A Grove GSR Sensor (see Fig. 2) connected to an Arduino Uno Wifi was
used to measure the skin electrical conductance of each participant.

Throughout the experiment, the movement of the robot was remotely con-
trolled by the experimenter.
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Fig. 1: TIAGo Robot

Fig. 2: Grove GSR Sensor and Arduino Uno Wifi board

Fig. 3: Laboratory setup
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2.2 Scenario

Each participant was greeted by the experimenter, and then, escorted to the
laboratory. In order to take part in the experiment, each participant had to sign
a consent form. The Adult/Adolescent Sensory Profile (AASP) Questionnaire [2]
was used to determine the sensory profile of each participant. For measuring the
personality psychometric scale of Extraversion, the short version of the Eysenck
Personality Questionnaire (EPQ-R) [7] was administered to the participants.
Upon completing all questionnaires, the experimenter gave the participants the
instructions for the experiment. Once the experimenter made sure that the par-
ticipants understood what they had to do, the experiment began.

For this experiment, the ENRICHME project web-based News Application
was used. The application uses the RSS 2.0 feed of different newspapers to
gather the latest news and display them to the end users. The participants had to
perform a news reading task. The news were displayed on the touch-screen of the
robot. The robot interacted with the participants at three distances: 70cm, 1.2m,
and 2m. These distances correspond to the high limit of the personal distance,
low limit of social distance, and high limit of the social distance, respectively,
as defined by Hall [9]. At each of these distances the robot presents the latest
breaking news to the participant. The order of the three distances is randomized.

The font size for the news was adapted based on the distance between the
user and the robot. The robot detected the face of the participant, by using the
Dlib toolkit [10]. Using the depth information, the robot computed the distance
between its RGB-D sensor (positioned inside the head of the robot) and the face
of the participant. The height of the viewport (vh) unit was used for the font
size. At distances lower than 75cm the font size was set to 4vh (see Fig. 4a ),
at distances lower than 1.25m it was set to 5vh (see Fig. 4b), and at distances
greater than 1.25m it was set to 6vh (see Fig. 4c).

(a) Close distance (75cm) (b) Medium distance
(1.2m)

(c) Far distance (2m)

Fig. 4: Font Size Adaptation

After each condition, the participants filled-in a custom developed question-
naire. It contained multiple YES/NO questions to assess their preferences during

2 www.pal-robotics.com
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the condition that was just finished. After each condition, we asked the partici-
pants at which distance from the robot they felt most comfortable.

2.3 Conditions

Based on the news reading task, we developed five conditions in which the robot
used different stimuli to present the news. The robot used visual (showing or hid-
ing the news) and auditory (read the news out loud or rest silent) stimuli. Each
participant performed all five conditions in a randomized order. Each condition
was made up of three phases, one corresponding to each of the three distances
(70cm, 1.2m, and 2m).

Condition 1. Sound No Interface In this condition the robot did not
display the news on the touch-screen. The news were read out loud by the robot.

Condition 2. No Sound Interface no Font Size Adaptation In this
condition, the robot did not read the news out loud. The participants could read
the news on the touch-screen. The font size for the news did not adapt as the
robot changed the distance. A fixed font size of 6.5vh was used.

Condition 3. No Sound Interface Font Size Adaptation In this con-
dition, the robot did not read the news out loud. The participants could read
the news on the touch-screen. The font size for the news adapted as the robot
changed the distance.

Condition 4. Sound Interface no Font Size Adaptation In this condi-
tion, the participants could both read the news and listen to them. The font size
did not adapt based on the distance between the robot and the participants.

Condition 5. Sound Interface Font Size Adaptation In this condition,
the participants could both read the news and hear it. The font size adapted as
the robot changed the distance.

2.4 Participants

12 participants (2 female, 10 male, with mean age M = 27.25; SD = 4.59)
agreed to take part in this experiment. Due to technical problems, the data
from 2 participants had to be discarded. Therefore, the data of 10 participants
was further analyzed. Table 1 shows the distribution of the participants based
on their AASP results. Considering the results from EPQ-R, 4 participants are
extraverted, while 6 are introverted.

2.5 Data analysis

During the experiment the RGB data, the thermal data, and the GSR data was
recorded and analyzed offline. The RGB data was used to extract the blinks of
the participants, the heart rate (HR) and the respiration rate (RR).

For the blinks, the algorithm presented in [1] was applied. First, the mean eye
lid distance was computed for each of the three interaction distances. Next, for
each new frame the eye lid distance is compared with the mean eye lid distance.
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Table 1: Participants distribution based on the auditory and visual sensory pro-
cessing categories

Sensory
category

Low
Registration

Sensation
Seeking

Sensory
Sensitivity

Sensation
Avoiding

Low Visual 6 6 4 3
High Visual 4 4 6 7

Low Auditory 2 8 2 4
High Auditory 8 2 8 6

If the current distance is less than half the mean distance, the eyes are considered
to be closed. If the eyes are closed for less than 500 ms it is considered that the
participant blinked.

The method to extract the HR and RR uses the green channel of the RGB
data. A Robot Operating System (ROS) [14] module was previously developed
in our laboratory to extract the HR and RR. The mean value of the intensity
is extracted from the forehead region of the participant. The mean value was
stored in a circular buffer of 10 seconds. The HR and RR could be estimated
once the buffer was full. A bandpass filter was applied in order to eliminate all
other frequencies which do not correspond to the HR and RR. A Hann window
function was performed before a Fast Fourier Transform was applied. The HR
and RR correspond to the index of the maximum magnitude of the frequency
spectrum. The same data could be used to extract both HR and RR as the RR
signal modulates the frequency and amplitude of the HR signal.

Next, a moving average filter window of 25 samples (1 second) is applied.
A least-square regression is used to fit a linear model on the data. Figure 5
shows two examples of filtered data with the result of linear regression (Fig. 5a
represents filtered HR data, while Fig. 5b represents filtered RR data).

The variation of the GSR data was also analyzed. The data was filtered with
a window of 30 samples (1 second). A least-square regression was applied in
order to fit a model on our data. An example of filtered GSR data can be seen
in Fig. 6.

3 Experimental Results

In our analysis, we first extracted the total number of blinks for each participant
during all interactions with the robot. We performed pairwise t-tests analysis
on the number of blinks by using the auditory and visual categories of all four
quadrants from the sensory profile, and the personality as factors. We found no
significant results when we used the personality of the participants as factor.
However, when using the sensory profile, we found significant results for Low
Registration auditory category type (p=0.012), Sensory Sensitivity visual cat-
egory type (p=0.00023), Sensation Seeking visual category type (p=0.0092),
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(a) Heart rate over time (b) Respiration rate over time

Fig. 5: Example of filtered data with the result of linear regression

Fig. 6: GSR over time with the result of linear regression
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and both auditory and visual categories type for Sensation Avoiding (auditory
(p=0.01), and visual (p=0.0039)).

As we found significant results for blinking when using the sensory pro-
file as factor, we wanted to test if the same results can be found when using
the condition, the distance, and the sensory profile, or personality as factors.
In order to test this, we performed multiple 5x3x2 ANOVA analyses. When
using the auditory processing category type significant results were found for
Low Registration quadrant (F(1,105)=6.09, p=0.0152), and Sensation Avoid-
ing quadrant (F(1,105)=7.11, p=0.008). For the visual processing category type
significant results were found for the following quadrants: Sensory Sensitivity
(F(1,105)=14.81, p=0.0002), Sensation Seeking (F(1,105)=6.52, p=0.01), and
Sensation Avoiding (F(1,105)=8.28, p=0.004). No significant results were found
for personality.

We performed a 5x3x2 ANOVA on the HR change rate as estimated by the
linear model and using the condition, distance, and the sensory category for each
quadrant from AASP as factors. We did not find any significant results. However,
when we applied the same analysis but using personality as factor, instead of
the sensory profile, we found that there is a statistically significant interaction
between the condition and the personality type (F(4,105)=3.98 p=0.00477).

We performed a 5x3x2 (condition x distance x sensory category type for
each quadrant) ANOVA on the respiration rate change rate as estimated by the
linear model. We found significant results for Sensation Seeking visual category
type (F(1,105)=4.28, p=0.041), and for Low Registration auditory category type
(F(1,105)=7.26, p=0.0082). We did not find significant results for the analysis
that uses the personality as factor.

The 5x3x2 ANOVA analysis (condition x distance x sensory category type)
on the GSR change rate yielded the following significant results for the auditory
category type: Sensory Sensitivity (F(1,105)=4.65, p=0.0333), Sensation Seek-
ing (F(1,105)=4.65, p=0.0333). For the visual category type significant results
were found only for Low Registration (F(1,105)=4.32, p=0.04). We also found
statistical significance for the personality type (F(1,105)=12.4, p=0.000635).

The summary of the answers given by the participants for the question: “At
which distance from the robot did you feel most comfortable?” is shown in Table
2. The results suggest that most participants felt more comfortable at the close
phase of social distance (1.2 m). This result is in accordance with the results in
[17].

4 Conclusion and Future work

In this paper, we have presented the way in which a robot could adapt a News
Application so as to provide the best combination of interaction distance, visual,
and auditory stimuli, for the comfort of the individual it interacts with. We have
conducted a within participant study with five conditions. The task was a news
reading task, in which the participants had to read some news on the touch-
screen of the robot, or to listen to some news read by the robot. The interaction
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Table 2: The distances at which the participants felt most comfortable in each
condition

Distance
Condition

C1
Condition

C2
Condition

C3
Condition

C4
Condition

C5

close (70 cm) 1 3 4 3 4
middle (1.2 m) 6 7 7 6 6

far (2 m) 3 0 1 1 0

between the robot and the individual took place at three distances (70cm, 1.2m,
and 2m).

We found results that show that there is a statistically significant relationship
between the conditions, interaction distance, and visual and auditory categories
type for all four quadrants corresponding to AASP (Low Registration, Sensation
Seeking, Sensation Avoiding, Sensory Sensitivity). We have also found significant
results for the personality trait of extraversion.

Some of our future works include the analysis of the thermal data, so as to
determine if the different interaction distances had an effect on the temperature
variation in some regions of interest on the face.
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