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SHORT PAPER 
 
 

ABSTRACT 
 
A social intelligent robot should be capable of observing 
and understanding the changes in the environment so as 
to behave in a proper manner. It also needs to take into 
account user preferences, user disability level, and user 
profile. This paper presents a research work based on 
socially assistive robotics (SAR) technology that aims at 
providing affordable personalized physical and cognitive 
assistance, motivation, and companionship to users. The 
work described here tries to validate that a robotic system 
can adapt its behavior to the user profile. 
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1. INTRODUCTION 
 
Research into Human-Robot Interaction (HRI) for socially 
assistive applications is in its infancy. Recently, there has 
been a growth of interest in assistive technologies 
featuring flexible and customizable robotic systems. The 
main goal of such robots is to support elderly individuals 
and/or individuals with disabilities in their home 
environments, and therefore to improve their quality of 
life. 
 
Cognitive and physical impairments are the major health 
problems facing elderly people in the new millennium. 
Age-related cognitive and physical decline affects 
numerous aspects of a person’s health and quality of life 
[2]. Decline in cognitive and physical abilities has been 
shown to lead to an increased risk of difficulty in 

  
  

 
 

Figure 1. Diagram of the Multi Stream HMM 
 



performing instrumental activities of daily living (IADL). 
 

Some of these people will may not be able to 
communicate verbally or perform normal activities, such 
as getting dressed, eating, and toiletry. Therefore, most 
affected individuals need some kind of assistance. 

In this paper, we present a methodology based on 
socially assistive robotics (SAR) [3], [7], [8], [9] 
technology that aims at providing affordable personalized 
physical and cognitive assistance, motivation, and 
companionship to users suffering from physical and/or 
cognitive changes related to aging. The robot is used as 
customized complement to humans/nurses/therapists. The 
work described here aims to validate that a robotic system 
can adapt its behavior to the user profile.   
 

2. CUSTOMIZED ROBOT BEHAVIOR 
 
Creating robotic systems capable of adapting their 
behavior to user personality, user preferences, user profile, 
and user disability level (physical/cognitive) in order to 
provide an engaging and motivating customized protocol, 
is a challenging task. In our previous work [8], [9] we 
have developed various robotic systems for people who 
have suffered a stroke and people with Alzheimer’s 
disease and showed the importance of personalized 
robotic interaction. The robot was able to learn (using 
online PGRL) and change its behavior to fit the user’s 
personality, preferences, and the level of physical and/or 
cognitive impairment. The purpose of this adjustment was 
to be in better agreement with the users and to best help 
them to maximize their performance in physical tasks 
and/or cognitive stimulation. 
 
Different perceptual modalities are used by the robot so as 
to adapt its behavior. We strongly believe that a socially 
assistive robot that works and interacts with humans and 
operates among them should have a clear understanding of 
humans acting in its visual range. Therefore, the robot 
must have capabilities to recognize and perceive the 
human and reason on his/her activity and internal state. It 
was shown in [5] that speech and gesture have an intricate 
rhythmic relationship. However, gesture and voice based 
applications constitute a big challenge in human-robot 
interaction. Most of the related works that try to map the 
speech with gestures are done in the fields of technologies 
for interaction in virtual worlds and character animation, 
e.g., [10], [4]. 
 

 
Figure 2. Head Gestures and Angles Analysis 

In order to have a more natural and adaptable behavior, 
we developed a learning algorithm that allow the robot to 
gesticulate properly based on the prosody of the 
communicating human voice. Both gesture and voice 
features are modeled using separate Hidden Markov 
Models (HMM). Voice features are based on the 
statistical measuring (e.g., mean, variance, max, min, 
range) of the pitch and energy of voice signal, which 
could indicate the emotional internal state of the 
interacting human. The same previous acoustic features 
beside others (e.g., formants and Mel-frequency cepstral 
coefficients) are useful in indicting also the gender of the 
interacting human [1]. The gesture-prosody modeled 
patterns (see Figure 2) are inter-correlated in order to 
detect the audio-visual mapping models via multi-stream 
parallel HMM structure (see Figure 1). The detected 
audio-visual models are used to estimate a specific 
gestural behavior according to the incoming voice signal’s 
prosody of the human interacting with the robot. 

 
3. TRAINING DATABASE 
 
For the training and testing we used the MVGL-MASAL 
gesture-speech Turkish database [6]. It contains the 
audiovisual information of different subjects instructed to 
tell stories to children audience. We use one part of the 
database for the training of the models and the other part 
for the testing. 
 

4. RESULTS 
 
This is still ongoing research. The first preliminary results 
are promising. More will be reported by the time of the 
workshop. 
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