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Abstract— This paper explores the ethical considerations sur-
rounding Facial Expression Recognition (FER) AI in Human-
Robot Interactions (HRI), focusing on whether and how robots
should perceive and interpret human facial expressions. It
examines the implications for privacy, user consent, and societal
integration, applying existing frameworks and proposing four
ethical approaches: Ethical Non-Use, Visible Cue Perception,
Necessary Informed Consent, and Contextual Appropriate-
ness. A privacy risk matrix is introduced to evaluate these
approaches, highlighting potential risks such as invasion of
privacy, algorithmic bias, data misuse, and consent misman-
agement. The paper underscores the need for proactive mea-
sures in AI development, including auditing, bias mitigation,
and contextually sensitive safeguards, to ensure responsible
deployment of FER technology. By addressing these ethical
dimensions, the paper contributes to advancing a future where
AI technologies in robotics are aligned with ethical principles,
promoting fairness, transparency, and user trust.

I. INTRODUCTION

Autonomous agents that are situated in social environ-
ments, oftentimes referred to as social robots or embodied
agents, commonly use perceptual systems that support fa-
cial analysis to better understand and engage with human
interactants. While they have been increasingly adopted for
applications in various domains like education and health-
care, research in innovation adoption suggests that socially
autonomous agents will need to be technically and emotion-
ally sophisticated to capture the interest of mass markets
[38]. Facial expression recognition (FER) AI systems have
the potential to help bridge this gap and have been considered
in some human-robot interaction (HRI) research [16], [30]. In
the field of education, this technology may empower agents
to support teachers in monitoring students’ moods and en-
gagement levels [15], [20]. In the medical field, doctors may
utilize the technology to aid in the diagnosis, monitoring,
and treatment of mental and psychiatric conditions [41], [6].
There have also been proposals where the technology could
enhance driver safety within the automotive industry by
assisting in the detection of fatigue or drowsiness [44], [20].
It could furthermore enhance personalization for products
tailored to emotional states, such as music playlists and prod-
uct recommendations, in the entertainment and marketing
industries [13]. Advocates for the technology suggest that
an optimal system may fulfill these roles in a manner that
is more objective and scientifically grounded than typical
human judgment [20].
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While there are promising applications across various
domains, it is crucial to acknowledge the potential challenges
associated with FER development and integration for robots
that utilize the technology to inform their behavior. Recent
work in the literature has highlighted concerns related to
the manner in which expressive datasets are collected, how
annotation protocols are implemented, how performance is
evaluated, and how–in turn–certain demographic groups are
more susceptible to algorithmic bias [7], [8], [24]. For ex-
ample, commercial FER systems have been found to exhibit
disparate levels of performance based on racial and age iden-
tity characteristics in recent years [28], [37]. Additionally,
cultural differences in emotional expression and the unique
vulnerabilities of certain populations, such as children or the
elderly, further complicate the ethical deployment of FER, as
false perceptions could lead to inaccurate, harmful or biased
robot behavior.[39], [8], [28]. The research community has
started to address these concerns, but a fundamental question
remains: Is it ethically justifiable for robots to perceive and
interpret human facial expressions at all, and at what cost?

In [43], Williams raised an ethical question within the
HRI community regarding whether robots should possess
the ability to represent, recognize, or reason over human
identity characteristics and argued that roboticists should not
design robots with such capabilities in most cases [43]. These
concerns echo related debates over whether AI systems
or embodied robots should utilize biometric information,
including data related to human faces, which drive use cases
such as facial detection and expression recognition [1], [12].
In this paper, we explore potential avenues to address this
question and apply existing ethical frameworks to inform
developers and promote solutions that empower users to
control how their facial expressions are utilized by robots.

In the following sections, we explore four distinct ethi-
cal approaches—Ethical Non-Use, Visible Cue Perception,
Necessary Informed Consent, and Contextual Appropriate-
ness—that address the complex ethical landscape surround-
ing FER in HRI. Each approach is critically analyzed in
terms of its potential benefits and risks, particularly focusing
on invasion of privacy, algorithmic bias, data misuse, and
consent mismanagement. The discussion is further enriched
by a privacy risk matrix that compares these approaches,
highlighting the ethical trade-offs involved. The paper con-
cludes with recommendations for developers and policymak-
ers to ensure that the deployment of FER technology aligns
with societal values and ethical standards.



TABLE I
SUMMARY OF ETHICAL APPROACHES TO FER TECHNOLOGY FOR HRI

Approach Description Advantages Limitations Implementation Difficulty
Ethical Non-Use Avoids using FER tech-

nology altogether.
Eliminates all risks as-
sociated with FER; en-
sures user privacy.

May hinder technolog-
ical benefits and limit
potential applications.

Low – Simple to implement
as it avoids using FER tech-
nology altogether.

Visible Cue Perception Allows FER to analyze
observable characteris-
tics without inferring
emotional states.

Balances interaction
quality with privacy;
less intrusive.

May still lead to mis-
interpretation of visi-
ble cues; limited by ob-
servable data.

Medium – Requires precise
interpretation of visible cues
without making unfounded
inferences.

Necessary Informed Consent Uses FER technology
only with explicit user
consent.

Empowers users with
control over their data;
promotes transparency.

Requires robust con-
sent mechanisms; may
be challenging in dy-
namic environments.

High – Consent processes
need to be robust, clear, and
adaptable to various con-
texts.

Contextual Appropriateness Employs FER based
on contextual guide-
lines and ethical stan-
dards.

Adapts FER use to spe-
cific contexts, balanc-
ing benefits and ethical
concerns.

Complex to implement;
requires continuous
oversight and updates.

High – Requires dynamic
adaptation to context, ongo-
ing monitoring, and ethical
guidelines.

II. ETHICAL NON-USE

One proposed design pathway, which we refer to as ethical
non-use, advocates for the complete avoidance of FER tech-
nology in robotics. Proponents of this approach argue that
the inherent risks associated with FER—particularly those
related to privacy invasion, emotional manipulation, and
algorithmic bias—outweigh any potential benefits [3], [4].
The close relationship between a person’s emotional state and
their facial expressions presents the risk of misinterpretation
or unwanted surveillance, potentially leading to breaches of
user privacy. Additionally, the capacity for algorithmic harm
perpetuated by bias within FER systems is a strong argument
for ethical non-use [25], [28].

By avoiding the representation or analysis of facial or
identity characteristics entirely, developers could avoid the
risk of robots infringing upon users’ human rights via FER
technology entirely (see Table II). However, this approach
may hinder the adoption of social robots, as FER has
been shown to play a crucial role in enhancing a robot’s
perceived emotional intelligence during interaction [38].
Williams further postulates that a robot which is prohibited
from recognizing or reasoning over identity characteristics
such as race may be accused of racism due to its inherent
”colorblindness,” which could ignore the social realities
of race [43]. In a similar vein, a robot that is restricted
from recognizing or interpreting facial expressions might
be perceived as lacking essential social skills or emotional
intelligence, thereby diminishing its effectiveness in social
contexts.

III. VISIBLE CUE PERCEPTION

A more moderate stance is reflected in the Visible Cue
Perception approach, where robots can be permitted to per-
ceive and analyze outward and observable characteristics of a
user without attempting to infer innate emotional states from
these observations. This approach hinges on the ethical dis-
tinction between observable characteristics and expressions
(e.g., eye color, a smile, or a frown) and the unobservable
emotional states that lie beneath them [26], [22], [7]. Since

these observable characteristics are publicly displayed, this
approach argues that they can be ethically interpreted by
robots, minimizing the risk of privacy invasion (see Table
II). However, it is crucial that the deployment is implemented
with transparency, ensuring that users understand the limits
of the robot’s FER capabilities, are aware of when they are
being observed, and know how their data is being used and
stored [11], [31].

The functional benefits of this approach are evident;
robots can improve their interaction quality by responding
to visible cues, which can be particularly useful in sectors
like customer service or education [18], [15]. At the same
time, ethical safeguards must be implemented by developers
to prevent robots from overstepping their intended scope and
inferring unfounded conclusions about a user based solely
on visible observations (i.e., inferring the state of happiness
from detecting that a user is smiling). This approach aims to
maintain a clear boundary between what is observable and
what might be inferred, ensuring that the interpretation of
visible cues does not lead to unwarranted assumptions about
a user’s internal emotional state or identity.

IV. NECESSARY INFORMED CONSENT

A Necessary Informed Consent ethical approach empha-
sizes user autonomy by advocating for FER to be employed
only with explicit user consent. This aligns with the concept
of explicit ethical agency, where individuals actively decide
when and how their data, in this case their facial expressions,
are used by robots [43]. Central to this approach is the princi-
ple that users should have full control over their engagement
with FER technology, respecting their right to privacy and
their control over their own personal data [21]. In practice,
this could involve users opting in to FER functionality during
specific interactions or in particular contexts. This framework
is an increasingly popular model used for managing AI
features for intelligent products and services [23], [2]. For
example, a user may choose to allow a robot to analyze
their facial expressions during an assistive therapy session
but opt-out in other scenarios. By empowering users to make



TABLE II
PRIVACY RISK MATRIX FOR FER TECHNOLOGY IN HRI

Note: Green cells represent low risk. Yellow cells indicate medium risk. Red cells indicate high risk.

Risk Ethical Non-Use Visible Cue Perception Necessary Informed
Consent

Contextual Appropriate-
ness

Invasion of Privacy Low – No data is collected
or processed, eliminating
privacy concerns.

Low – Perception of visi-
ble cues reduces the pri-
vacy with less sensitive
data.

Low – User consent limits
data collection to specific,
approved contexts.

Medium – Privacy is
context-dependent; some
situations may involve
higher privacy risks.

Algorithmic Bias Low – No data processing
means no opportunity for
biased algorithms.

Medium – Bias can still
arise in interpreting visi-
ble cues, affecting overall
outcomes.

Medium – Although con-
sent is obtained, biases in
the system can still affect
outcomes.

Low – Though difficult,
contextual safeguards can
be tailored to minimize
bias for specific popula-
tions.

Data Misuse Low – No data is available
to be misused.

Medium – Visual cues
can be used as proxies for
complex concepts (e.g.,
emotional state, mood,
personality)

Low – Consent-driven use
reduces the likelihood of
data being mishandled–
with legal implications.

Low – Data misuse risks
are often managed by
context-specific policies.

Consent
Mismanagement

Low – No data collection
negates the need for con-
sent.

Medium – Users may not
be fully aware of the im-
plications of visible cue
analysis, leading to poten-
tial consent violations.

Low – Explicit user con-
sent is obtained and re-
spected, reducing risks.

Medium – Implicit con-
sent in varying contexts
could lead to misunder-
standing or unintended
harm.

these decisions themselves, this approach respects individual
preferences, promotes transparency in HRI, and encourages
increased AI literacy.

However, the success of this approach depends on ensuring
that users are fully informed about what FER entails, in-
cluding its potential risks and benefits [2]. Transparent com-
munication from developers and robotic systems is essential
to obtain informed consent. This approach could foster
greater trust in robots, as users feel more in control of their
interactions. It also allows for more personalized experiences.
Nevertheless, the implementation of this approach poses
challenges, particularly in dynamic environments where user
consent must be continually managed and updated [23]. The
risk for algorithmic bias also remains, emphasizing the need
for continuous monitoring and regulation to supplement the
overall approach, as summarized in Table II.

V. CONTEXTUAL APPROPRIATENESS

Contextual Appropriateness would involve designing FER
systems that autonomously integrate ethical considerations
based on the specific context in which they operate, elimi-
nating the need for explicit consent or input from the user
at each interaction. In this framework, robots function as
implicit ethical agents, with FER technology tailored and
deployed selectively, guided by predefined ethical guidelines
embedded within the system [43]. These guidelines are
designed to balance the potential benefits of FER with the
need to respect privacy and prevent misuse, tailored to
the specific needs of the user population. For instance, in
research settings, robots equipped with FER capabilities are
often developed to excel within controlled environments and
for specific user groups [40], [29]. In these contexts, the
robot’s decision-making processes are largely pre-configured
by contextual factors, ensuring that FER is employed only
when necessary and appropriate according to predefined

ethical standards. However, extending this behavior beyond
controlled environments presents significant challenges and
may be an insurmountable task.

This approach alleviates the need for users to make
real-time decisions about FER use, thereby reducing their
cognitive burden. The system’s ethical design ensures that
FER is applied in a manner consistent with societal values
and legal norms while enabling the robot to perform its
functions effectively. Nonetheless, the absence of explicit
user consent at each interaction requires rigorous oversight
to guarantee that the ethical guidelines governing FER use
are robust, transparent, and subject to continuous review and
improvement. In practice, such implicit ethical agents remain
more of an aspirational goal than a current reality [33], [43].

Tables I and II provide a comprehensive overview of the
ethical approaches discussed in this paper. Table I summa-
rizes the four approaches—Ethical Non-Use, Visible Cue
Perception, Necessary Informed Consent, and Contextual
Appropriateness— while highlighting their key characteris-
tics and their implications for FER technology in human-
robot interactions. Each approach is evaluated based on
its stance on data usage, consent, and ethical boundaries,
providing a clear comparison of their core principles. Table
II presents a privacy risk matrix that visually represents the
relative privacy risks associated with each ethical approach.
The matrix evaluates risks that are directly relevant to FER
systems: Invasion of Privacy, Algorithmic Bias, Data Misuse,
and Consent Mismanagement. These risks were chosen based
on their impact on user rights and data integrity, reflecting
concerns highlighted in the literature and discussed within
the ethical approaches [21]. We categorize these risks as
relatively low, medium, or high, helping to illustrate how
each approach addresses risks and the potential trade-offs
involved in implementing FER technology for HRI.



VI. DISCUSSION

Williams’s cautionary stance on robots’ evolving capabil-
ities serves as a reminder of the growing need for ethical
oversight, as we have already witnessed instances where
technology has gone astray with broader societal implica-
tions [43], [5], [36], [9]. Recent literature has highlighted
the potential misuse of face perception technology, raising
concerns about privacy infringement, intellectual property
violations, and civil rights abuses [45], [17], [4], [3]. The
domains of policing and surveillance typically face the most
scrutiny regarding biased technology, but concerns also arise
in areas such as education and healthcare. In these domains,
the data-driven systems often reflect the imperfections of our
world rather than the fair and equitable society we aspire
to achieve [27], [34], [5]. These are all pressing concerns
facing the AI field, as premature and under-regulated face-
perception technologies may exacerbate systematic inequities
and perpetuate social injustices.

A. Progress in FER Regulation & Evaluation

Efforts to address these issues have led to some progress
in governance related to AI technologies globally [10], [25].
For example, some current regulations, such as GDPR and
the recently passed AI Act in the European Union, impose
strict requirements on data privacy and user consent, which
directly impact the ethical use of FER [14]. However, the
rapid pace of innovation often results in regulation playing
catch-up rather than taking proactive measures. Therefore, it
is imperative for all stakeholders involved in the design and
developmental process to prioritize the ethical considerations
of their technologies for all users. Some emerging approaches
to address these challenges include actionable auditing and
benchmarking [35], [19], [24], improved bias detection and
mitigation strategies [42], and proactive consideration of
regulations for AI expression recognition systems, which
could potentially become more invasive with higher stakes
[32]. The intersection of FER with biometric data regulations
introduces additional layers of legal scrutiny that social
roboticists must also consider.

B. Choosing an Ethical Framework for Integrating FER

In light of the diverse ethical considerations currently
surrounding FER technology, it is important for developers,
stakeholders, and policymakers to select an approach or
combination of approaches that aligns with both the technical
capabilities of the robot and the ethical standards of their
specific applications. For contexts where user privacy and
data security are paramount, the ethical non-use approach
may simply be the most appropriate, as it eliminates risks
associated with data collection and potential misuse. How-
ever, if the benefits of FER technology are deemed sig-
nificant for the application’s success, a necessary informed
consent approach offers a robust framework for ensuring user
agency and transparency, provided that consent mechanisms
are well-implemented and continually managed. The visible
cue perception approach can be a viable middle ground,
balancing interaction quality with ethical concerns, but robots

would need to process such data in a way that does not
conflate visible facial cues with more complex concepts like
emotional state, mood or personality. Finally, the contex-
tual appropriateness approach, while aspirational, presents
a forward-looking strategy that integrates ethical guidelines
within specific operational contexts, but it requires rigorous
oversight and constant evaluation to ensure adherence to eth-
ical standards. Ultimately, the choice of approach should be
guided by a careful assessment of the application’s goals, the
potential risks involved, and the commitment to upholding
user rights and fostering user trust. By adopting a thoughtful
and contextually aware approach, stakeholders can contribute
to the responsible development and deployment of FER
technology in HRI.

1) Implementation: Roboticists implementing ethical
non-use should ensure that FER capabilities are disabled
by default. For visible cue perception, systems could be
designed to process facial cues learned without traditional
emotional embeddings. A necessary informed consent ap-
proach would integrate consent protocols where robots must
obtain and routinely evaluate user permission before en-
gaging in FER. Contextual appropriateness would involve
pre-determined guidelines developed in collaboration with
psychologists, legal experts, and ethicists, where robots adapt
FER capabilities to the specific context based on these
expert-defined criteria, ensuring that the technology aligns
with both ethical and legal standards.

C. Future Research Directions

As robots enter more dynamic environments and FER
technology continues to evolve, future research should fo-
cus on developing and evaluating robust methodologies for
implementing and assessing ethical approaches in real-world
scenarios. This includes investigating effective methods for
robots to determine and integrate user preferences regarding
informed consent for FER algorithms and enhancing trans-
parency about user data usage. Additionally, interdisciplinary
research combining insights from ethicists, psychologists,
and technologists can refine ethical frameworks and improve
FER systems’ adaptability in diverse HRI contexts. Address-
ing these areas will promote the responsible deployment of
FER technology and help address the challenges highlighted
in this paper.

VII. CONCLUSION

In conclusion, the integration of FER for HRI demands
careful ethical consideration. Whether through ethical non-
use, visible cue perception, necessary informed consent, or
contextual appropriateness, each ethical approach addresses
crucial concerns like privacy, bias, and user control. As
robots are integrated into various sectors, it is essential to
balance the benefits of FER technology with robust ethical
guidelines. By fostering transparency, ensuring user auton-
omy, and implementing thoughtful oversight, we can enhance
human-robot interactions while upholding fundamental rights
to privacy, equality, and agency.
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