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#### Abstract

This dissertation concerns the model reduction of large, linear, time-invariant systems. A new method called the Dominant Gramian Eigenspaces method, which utilizes low rank approximations to the exact system gramians, is proposed for such system.

The Cholesky Factor ADI algorithm is developed to generate low rank approximations to the system gramians. Cholesky Factor ADI requires only matrix-vector products and linear solves, hence it enables one to take advantage of sparsity or structure in the system matrix.

A connection is made between approximating the dominant eigenspaces of the system gramians and the generation of various low order Krylov and rational Krylov subspaces.

The Cholesky Factor ADI algorithm is then used in conjunction with the Dominant Gramian Eigenspaces method in the model reduction of large, linear, time-invariant systems. It is demonstrated numerically that this approach often produces globally accurate reduced models, even when the low rank approximations to the system gramians have not converged to the exact gramians.

In addition, it is shown that, in a model reduction method for symmetric systems based on moment matching, the problem of choosing moment matching points can be approached by solving the rational min-max problem associated with CF -ADI parameter selection.
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## h prr

## I r d cio

### 1.1 Dissertation outline

This dissertation has two parts. A self-contained part concerns the solution of the Lyapunov equation whose right hand side has low rank. The other part utilizes the Lyapunov results in the model reduction of large, linear, time-invariant systems.

A main contribution of this dissertation is the formulation of the Cholesky Factor ADI algorithm [33], which solves the following Lyapunov equation whose right hand side has low rank,

$$
\begin{equation*}
A X+X A^{T}=-B B^{T}, \quad A \in \mathbb{R}^{n \times n}, X \in \mathbb{R}^{n \times n}, \lambda_{i}(A)<0, \forall i, \operatorname{rank}(B) \ll n \tag{1.1}
\end{equation*}
$$

The unknown is the matrix $X$. The coefficient matrix $A$ is stable, and the right hand side, $-B B^{T}$, has rank much lower than $n$. Such Lyapunov equations occur in the analysis and model reduction of large, linear, time-invariant systems, where the system size is much larger than the number of inputs and the number of outputs.

The Cholesky Factor ADI algorithm is a reformulation of the Alternate Direction Implicit algorithm $[2,57,58]$, and gives exactly the same approximation. However, Cholesky Factor ADI requires only matrix-vector products and linear solves by $A$, hence it enables one to take advantage of sparsity or structure in the matrix $A$. The Cholesky Factor ADI algorithm can be used to generate a low rank approximation to the solution of (1.1).

A second contribution of this dissertation consists of making the connection between approximating the dominant eigenspace of the solution to (1.1) and the generation of various low order Krylov and rational Krylov subspaces.

The second part of this dissertation concerns low rank model reduction methods for large, linear, time-invariant systems. A low rank model reduction method uses low rank approximations to the exact system gramians. A new method, the Dominant Gramian Eigenspaces method, is proposed here. Numerical comparison of the Dominant Gramian

Eigenspaces method is made with another low rank model reduction approach, the Low Rank Square Root method [41, 46]. It is shown that the Dominant Gramian Eigenspaces method often produces a better reduced model than the Low Rank Square Root method when the low rank approximations to the system gramians have not converged to the exact gramians. The Cholesky Factor ADI algorithm can be used to generate low rank approximations to the system gramians for either low rank model reduction method.

A further contribution of this dissertation is showing that, for symmetric systems, the problem of picking points where moments are to be matched in a moment matching via rational Krylov subspaces method can be approached by solving the rational min-max problem associated with CF-ADI parameter selection.

This dissertation is organized in the following way.
Chapter 1 covers the basics of linear, time-invariant systems theory, including controllability, observability, and the system gramians as the solutions to two Lyapunov equations.

Chapter 2 introduces the idea of model reduction via projection. Chapter 3 describes moment matching via projection onto a rational Krylov subspace. Chapter 4 describes the Truncated Balanced Realization method of model reduction, which requires exact system gramians.

Chapter 5 motivates the need to approximate Truncated Balanced Realization by low rank methods which use only low rank approximations to the system gramians. It is shown that this is achievable for symmetric systems, but is in general not possible for non-symmetric systems. For the model reduction of non-symmetric systems, the Dominant Gramian Eigenspaces method is proposed and shown to produce better reduced models than the existing Low Rank Square Root method.

Chapter 6 characterizes the different bases for the range of the solution to (1.1) as order $n$ Krylov and rational Krylov subspaces with different starting vectors.

Chapter 7 turns to the solution of (1.1) and provides background on existing approaches. Chapter 8 develops the Cholesky Factor ADI method.

Chapter 9 motivates the low rank approximation of the solution to (1.1). It is shown that, various low rank approximations, including Cholesky Factor ADI, consist of finding a low order Krylov or rational Krylov subspace. These low rank methods, when run to $n$ steps, yield the range of the solution to (1.1). This chapter includes numerical results on how well the low rank Cholesky Factor ADI approximation captures the dominant eigenspace of the exact solution to (1.1).

Chapter 10 uses Cholesky Factor ADI to generate low rank approximate gramians for the Dominant Gramian Eigenspaces method. It is shown that, for symmetric systems, the problem of picking points where moments are to be matched in a moment matching via rational Krylov subspaces method can be approached by solving the rational min-max problem associated with CF-ADI parameter selection. This chapter also includes numerical results on the model reduction of symmetric and non-symmetric systems, and on CF-ADI parameter


Figure 1-1: System with a large number of devices to be simulated
selection.
Chapter 11 contains conclusions and future work.

## 1.2 otivation

The design of complicated systems (figure 1-1) which are composed of a large number of disparate devices occurs in many engineering applications. In order to optimize a system for best performance, one needs to simulate it repeatedly, each time design parameters are varied. Devices that can belong to a system include circuits, sensors, and micro-machined devices. The devices couple to one another via inputs and outputs. The input-output behavior of the devices determines how the overall system performs.

Often, the devices are initially described by mathematical models which are large. This can happen if the models were generated without the idea in mind that they will be a part of a much larger system which needs to be repeatedly simulated.

If a system has a large number of devices, and the devices themselves are described by large models, simulation of the entire system in figure 1-1 may be unacceptably timeconsuming and expensive. The idea of model reduction is that the large models should be replaced by smaller models which are amenable to fast and efficient simulation and which still capture the devices' input-output behavior to an acceptable accuracy.

Henceforth leaving the large picture of the overall system, the rest of this dissertation focuses on the mathematical models which describe the devices. Model reduction is the simplification or reduction of a mathematical model, under the constraint that the inputoutput behavior of the device is well approximated over the relevant range of inputs. Usually, there are also constraints placed upon the reduced model size and the approximation error.

The mathematical model for a device may be a set of discretized integral equations, semi-discretized PDEs, or simply a large system of ODEs. Often, when a model comes from discretization, the resulting system of equations can be very large. It is not rare to encounter
a circuit model of interconnect with $O(100,000)$ elements. It is also not rare for the large initial model to contain a vast amount of redundant information and to be amenable to significant reduction in model size with little loss in accuracy.

Of course, with knowledge of the nature of the physical device a engineer can frequently reduce the model size by lumping together elements, or removing parts of the problem which are of little importance in the relevant input range. This is an extremely useful approach and can produce very good, application-specific, results. However, it is far from automatic, and, at times, the intuition of the engineer can fail when subtle high order effects come into play.

This dissertation is not concerned with reduction methods which are specific to a particular engineering application. Rather, it is concerned with numerical model reduction, meaning that very little knowledge of the physical device is assumed. The object of the reduction is the original large numerical model, which is assumed to be sufficiently accurate in modeling the input-output behavior of the physical device for the relevant range of inputs. It, rather than the underlying physical device, is the object by which the quality of approximation is measured. In fact, a reduced model from numerical model reduction frequently does not have a physical counterpart.

One benefit of numerical model reduction is that for linear, time-invariant systems, there are theoretical results regarding optimality and approximation error.

This dissertation is restricted to the numerical reduction of models described by linear, time-invariant systems which have large, sparse or structured, system matrices. Such systems occur in interconnect modeling, solution of PDEs, and other applications.

### 1.3 Syste s theory

This section contains basic known results on linear, time-invariant systems, some of which are taken from $[4,19,50]$.

A linear, time-invariant system with realization, $(A, B, C)$, is characterized by the equations,

$$
\begin{align*}
\frac{d x(t)}{d t} & =A x(t)+B u(t)  \tag{1.2}\\
y(t) & =C x(t) \tag{1.3}
\end{align*}
$$

The vector valued function, $x(t): \mathbb{R} \mapsto \mathbb{R}^{n}$, gives the state at time $t$, and has $n$ components. The input $u(t): \mathbb{R} \mapsto \mathbb{R}^{p}$, and output $y(t): \mathbb{R} \mapsto \mathbb{R}^{q}$, have $p$ and $q$ components, respectively. The matrices $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times p}, C \in \mathbb{R}^{q \times n}$ are the system matrix, the input coefficient matrix, and the output coefficient matrix, respectively.

For single-input single-output (SISO) systems, $p=1, q=1$. Even for multiple-input, multiple-output (MIMO) systems, $p$ and $q$ are usually both very small compared to $n$.

The components in $u(t)$ and $y(t)$ have physical meaning as the inputs and outputs of the device being modeled. Often, the components in $x(t)$, as originally discretized, also have physical meaning, such as being the nodal voltages and branch currents of a circuit. The matrices $B$ and $C$ describe how the components in $x(t)$ are connected to the device inputs and outputs. The original matrix $A$ usually comes from discretizing the governing equations. However, after model reduction, $x(t), A, B$, and $C$ may not have simple physical interpretations.

An example of a linear, time-invariant system comes from the semi-discretization of the 1-D diffusion equation,

$$
\begin{equation*}
\frac{\partial f(w, t)}{\partial t}=-\frac{\partial^{2} f(w, t)}{\partial w^{2}} \tag{1.4}
\end{equation*}
$$

where $f(w, t)$ may be the temperature of a metal rod at time $t$ and position $w$. If (1.4) is discretized in the space variable $w$ only,

$$
\begin{equation*}
x_{i}(t):=f\left(w_{i}, t\right), \tag{1.5}
\end{equation*}
$$

then it becomes a system of ODEs as in (1.2). The semi-discretized values of $f$ are the components of the state vector $x(t)$. The system matrix $A$ comes from discretizing the second order differentiation operator. The boundary condition determines the input. Indicating at which positions temperature is measured gives the output equation (1.3).

Equation (1.2) is a simple system of linear, time-invariant, non-homogeneous, first order ODEs. Equation (1.3) is an algebraic equation which produces the output $y(t)$, each of whose components is a linear combination of the components of the solution $x(t)$ to (1.2).

The solution of (1.2) is,

$$
\begin{equation*}
x(t)=e^{A\left(t-t_{0}\right)} x_{0}+\int_{t_{0}}^{t} e^{A(t-\nu)} B u(\nu) d \nu, \quad x_{0}=x\left(t_{0}\right), \tag{1.6}
\end{equation*}
$$

which gives the output as,

$$
\begin{equation*}
y(t)=C e^{A\left(t-t_{0}\right)} x_{0}+C \int_{t_{0}}^{t} e^{A(t-\nu)} B u(\nu) d \nu \tag{1.7}
\end{equation*}
$$

### 1.3.1 Transfer function

The Laplace transform of a function $f(t)$ in the time domain is the function $F(s)$ in the frequency domain,

$$
\begin{equation*}
\mathcal{L}\{f(t)\}=F(s):=\int_{0}^{\infty} e^{-s t} f(t) d t \tag{1.8}
\end{equation*}
$$

By taking the Laplace transforms of the quantities in (1.2-1.3) one obtains,

$$
\begin{align*}
s X(s) & =A X(s)+B U(s)  \tag{1.9}\\
Y(x) & =C X(s) \tag{1.10}
\end{align*}
$$

where $U(s), Y(s), X(s)$ are the Laplace transforms of the input $u(t)$, the output $y(t)$, and the state vector $x(t)$, respectively.

The transfer function $G(s)$ of the system (1.2-1.3) is

$$
\begin{equation*}
G(s)=C(s I-A)^{-1} B . \tag{1.11}
\end{equation*}
$$

It relates input to output in the Laplace or frequency domain according to,

$$
\begin{equation*}
Y(s)=G(s) U(s) \tag{1.12}
\end{equation*}
$$

The following definition deals with the equivalence of different realizations in terms of the transfer function.

Definition 1. A realization $(\tilde{A}, \tilde{B}, \tilde{C})$,

$$
\begin{align*}
\frac{d \tilde{x}(t)}{d t} & =\tilde{A} \tilde{x}(t)+\tilde{B} u(t)  \tag{1.13}\\
\tilde{y}(t) & =\tilde{C} \tilde{x}(t) \tag{1.14}
\end{align*}
$$

is equivalent to (1.2-1.3) if

$$
\begin{equation*}
\tilde{G}(s)=\tilde{C}(s I-\tilde{A})^{-1} \tilde{B}=C(s I-A)^{-1} B=G(s), \quad \forall s \tag{1.15}
\end{equation*}
$$

A realization $\left(T^{-1} A T, T^{-1} B, C T\right)$, where $T \in \mathbb{R}^{n \times n}$ is an invertible matrix, is equivalent to $(A, B, C)$. It corresponds to a change of variable, $x(t)=T \tilde{x}(t)$, in (1.2-1.3). There are infinitely many equivalent realizations of the same linear time-invariant system.

### 1.3.2 eachability and controllability

This section reviews the basics of controllability.
Definition 2. The state $z \in \mathbb{R}^{n}$ can be reached from the state $w \in \mathbb{R}^{n}$, and equivalently, $w$ can be controlled to $z$, if there exist $t_{0}, t, u(t)$ such that equation (1.6) is satisfied with $x_{0}=w$ and $x(t)=z$.

Definition 3. A system is controllable if for any pair of states $w$ and $z, w$ can be controlled to $z$, or equivalently, $z$ can be reached from $w$.

Proposition 1. The system in (1.2-1.3), because it is linear, is controllable if and only if every state $z$ can be reached from the zero state [50].

The states that can be reached from $x_{0}=0$ are

$$
\left\{z \in \mathbb{R}^{n} \left\lvert\, z=z(t)=\begin{array}{c}
t  \tag{1.16}\\
t_{0}
\end{array} e^{A(t-\nu)} B u(\nu) d \nu\right.\right\},
$$

which implies

$$
\begin{equation*}
z \in \operatorname{colsp}\left[B, A B, \cdots, A^{n-1} B\right] \tag{1.17}
\end{equation*}
$$

The system (1.2-1.3) is controllable if and only if

$$
\begin{equation*}
\operatorname{rank}\left(\left[B, A B, \cdots, A^{n-1} B\right]\right)=n \tag{1.18}
\end{equation*}
$$

Define $\mathcal{L}_{p}^{2}(\sigma, \tau)$ to be the set of square integrable functions $u:[\sigma, \tau) \mapsto \mathbb{R}^{p}$. The operator $L: \mathcal{L}_{p}^{2}(\sigma, \tau) \rightarrow \mathbb{R}^{n}$ which maps the input $u(\nu) \in \mathcal{L}_{p}^{2}(\sigma, \tau)$ to the state $x(\tau) \in \mathbb{R}^{n}$ at $t=\tau$, with zero initial state, $x_{0}=x(\sigma)=0$, is given by

$$
\begin{equation*}
L(u)={ }_{\sigma}^{\tau} k(\nu)^{T} u(\nu) d \nu \tag{1.19}
\end{equation*}
$$

where

$$
\begin{equation*}
k(\nu)=B^{T}\left(e^{A^{T}(\tau-\nu)}\right) \tag{1.20}
\end{equation*}
$$

Define the inner product on $\mathcal{L}_{p}^{2}(\sigma, \tau)$ as

$$
\begin{equation*}
<u, v>:={ }_{\sigma}^{\tau} u(\nu)^{T} v(\nu) d \nu \tag{1.21}
\end{equation*}
$$

and the inner product on $\mathbb{R}^{n}$ as

$$
\begin{equation*}
<w, z>:=w^{T} z \tag{1.22}
\end{equation*}
$$

then the adjoint operator $L^{*}: \mathbb{R}^{n} \rightarrow \mathcal{L}_{p}^{2}(\sigma, \tau)$ of $L$, which must satisfy,

$$
\begin{equation*}
<L u, x>=<u, L^{*} x> \tag{1.23}
\end{equation*}
$$

is

$$
\begin{equation*}
\left(L^{*} x\right)(\nu)=k(\nu) x=B^{T}\left(e^{A^{T}(\tau-\nu)}\right) x . \tag{1.24}
\end{equation*}
$$

The system (1.2-1.3) is controllable if and only if $L$ is onto, and if and only if $L L^{*}$ is positive definite [50].

The controllability gramian, $W_{c}(\sigma, \tau): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, is defined as

$$
\begin{align*}
W_{c}(\sigma, \tau) & =L L^{*}={ }_{\sigma}^{\tau} k(\nu)^{T} k(\nu) d \nu,  \tag{1.25}\\
& ={ }_{\sigma}^{\tau} e^{A(\tau-\nu)} B B^{T} e^{A^{T}(\tau-\nu)} d \nu .
\end{align*}
$$

It is a Hermitian, positive semidefinite matrix, and

$$
\begin{equation*}
<x, W_{c}(\sigma, \tau) x>=\left\|L^{*} x\right\|^{2}, \quad \forall x \tag{1.26}
\end{equation*}
$$

The generalized inverse of $L, L^{\#}: \mathbb{R}^{n} \rightarrow \mathcal{L}_{p}^{2}(\sigma, \tau)$, is

$$
\begin{equation*}
L^{\#}=L^{*}\left(L L^{*}\right)^{-1}=L^{*} W_{c}(\sigma, \tau)^{-1} \tag{1.27}
\end{equation*}
$$

$L^{\#} x$ is the unique solution to $L u=x$ with the smallest norm,

$$
\begin{equation*}
L\left(L^{\#} x\right)=x, \quad \forall x \in \mathbb{R}^{n}, \tag{1.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|L^{\#} x\right\|<\|u\|, \quad \forall u: L u=x, \quad u \neq L^{\#} x . \tag{1.29}
\end{equation*}
$$

Its norm is

$$
\begin{equation*}
\left\|L^{\#} x\right\|^{2}=\left\|L^{*} W_{c}(\sigma, \tau)^{-1} x\right\|^{2}=<x, W_{c}(\sigma, \tau)^{-1} x>=x^{T} W_{c}(\sigma, \tau)^{-1} x \tag{1.30}
\end{equation*}
$$

Thus, given any two states $x$ and $z$ the input

$$
\begin{equation*}
u(\nu)=B^{T} e^{A^{T}(\tau-\nu)} W_{c}(\sigma, \tau)^{-1}\left(z-e^{A(\tau-\sigma)} x\right) \tag{1.31}
\end{equation*}
$$

is the unique input that minimizes $\|u\|$ among all inputs which take $x$ to $z$ in $[\sigma, \tau]$.

### 1.3.3 Observability

This section reviews the basics of observability.
Definition 4. The states $w \in \mathbb{R}^{n}$ and $z \in \mathbb{R}^{n}$ are distinguishable if there exist $t_{0}, t, u(t)$ such that, $x_{0}:=w$ and $x_{0}:=z$ in (1.7) result in different $y(t)$ 's.

Definition 5. A system is observable if any two distinct states are distinguishable.

Proposition 2. For linear systems, $w$ and $z$ are distinguishable if and only if $w-z$ is distinguishable from 0 , and if and only if the zero input, $u(t) \equiv 0$, distinguishes them [50].

Proposition 3. The system (1.2-1.3), because it is linear, is observable if and only if the zero state is the only state which results in the zero output, $y(t) \equiv 0$, with zero input, $u(t) \equiv 0$ [50].

According to (1.7), the states which result in the zero output, $y(t) \equiv 0$, with zero input, $u(t) \equiv 0$, are

$$
\begin{equation*}
\left\{z \in \mathbb{R}^{n} \mid C e^{A\left(t-t_{0}\right)} z \equiv 0\right\} \tag{1.32}
\end{equation*}
$$

which implies

$$
z \in \operatorname{ker}\left(\begin{array}{c}
C  \tag{1.33}\\
C A \\
\vdots \\
C A^{n-1}
\end{array}\right) .
$$

The system (1.2-1.3) is observable if and only if

$$
\operatorname{ker}\left(\begin{array}{c}
C  \tag{1.34}\\
C A \\
\vdots \\
C A^{n-1}
\end{array}\right)=0
$$

and if and only if

$$
\operatorname{rank}\left(\begin{array}{c}
C  \tag{1.35}\\
C A \\
\vdots \\
C A^{n-1}
\end{array}\right)=n
$$

Define $L: \mathcal{L}_{q}^{2}(\sigma, \tau) \rightarrow \mathbb{R}^{n}$ as,

$$
\begin{equation*}
L(y)={ }_{\sigma}^{\tau} k(t)^{T} y(t) d t, \tag{1.36}
\end{equation*}
$$

where

$$
\begin{equation*}
k(t)=C e^{A(t-\tau)} \tag{1.37}
\end{equation*}
$$

Then the adjoint operator $L^{*}: \mathbb{R}^{n} \rightarrow \mathcal{L}_{q}^{2}(\sigma, \tau)$,

$$
\begin{equation*}
\left(L^{*} x\right)(t)=C e^{A(t-\tau)} x=C e^{A(t-\sigma)} e^{A(\sigma-\tau)} x \tag{1.38}
\end{equation*}
$$

maps $x$ to the output $y(t)$ resulting from the initial state $x_{0}=e^{A(\sigma-\tau)} x$ and zero input.
The system (1.2-1.3) is observable if and only if $L^{*}$ is one-to-one, and if and only if $L L^{*}$ is positive definite. The observability gramian, $W_{o}(\sigma, \tau): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, is defined as

$$
\begin{equation*}
W_{o}(\sigma, \tau)=L L^{*}={ }_{\sigma}^{\tau} e^{A^{T}(t-\tau)} C^{T} C e^{A(t-\tau)} d t . \tag{1.39}
\end{equation*}
$$

The adjoint of the pseudo-inverse $L^{\#},\left(L^{\#}\right)^{*}: \mathcal{L}_{q}^{2}(\sigma, \tau) \rightarrow \mathbb{R}^{n}$, is

$$
\begin{equation*}
\left(L^{\#}\right)^{*}=W_{o}(\sigma, \tau)^{-1} L \tag{1.40}
\end{equation*}
$$

It gives the least-squares solution of $L^{*} z=y$. For each $y \in \mathcal{L}_{q}^{2}(\sigma, \tau)$, let $z=W_{o}(\sigma, \tau)^{-1} L y$, then,

$$
\begin{equation*}
\left\|L^{*} z-y\right\|<\left\|L^{*} x-y\right\|, \quad x \neq z \tag{1.41}
\end{equation*}
$$

Thus, $e^{A(\sigma-\tau)} z$ is the initial state that results in an output that is closest to $y(t)$ in the least-squares sense.

## 1.4 ra ians an yapunov equations

If the particular choices of $\sigma=-\infty$ and $\tau=0$ are made, and if the system matrix $A$ is stable, i.e., all eigenvalues of $A$ are in the open left half plane, the following definitions of the system controllability gramian $P$, and the system observability gramian $Q$, can be made,

$$
\begin{align*}
P & :={ }_{0}^{\infty} e^{A t} B B^{T} e^{A^{T} t} d t=W_{c}(-\infty, 0),  \tag{1.42}\\
Q & :={ }_{0}^{\infty} e^{A^{T} t} C^{T} C e^{A t} d t=W_{o}(-\infty, 0) . \tag{1.43}
\end{align*}
$$

Proposition 4. (See [19]) If $\operatorname{Re}\left(\lambda_{i}(A)\right)<0, \forall i$, then

1. $P$ is positive definite if and only if $(A, B)$ is controllable.
2. $Q$ is positive definite if and only if $(A, C)$ is observable.

If the system (1.2-1.3) is controllable, hence $P$ is invertible, then the solution of the
minimum energy problem,

$$
\begin{equation*}
\min _{u \in L_{p}^{2}(-\infty, 0), x(0)=z} J(u), \tag{1.44}
\end{equation*}
$$

where

$$
\begin{equation*}
J(u)=\int_{-\infty}^{0} u^{T}(t) u(t) d t \tag{1.45}
\end{equation*}
$$

is given by,

$$
\begin{equation*}
u_{o p t}(t)=B^{T} e^{-A^{T} t} P^{-1} z \tag{1.46}
\end{equation*}
$$

and the energy of $u_{\text {opt }}(t)$ is

$$
\begin{equation*}
J\left(u_{o p t}\right)=z^{T} P^{-1} z \tag{1.47}
\end{equation*}
$$

Hence, if $x(0)=z$ lies along one of the eigenvectors of $P^{-1}$ with large eigenvalues, then $x(0)=z$ can be reached only if a large input energy is used. Eigenvectors of $P^{-1}$ with large eigenvalues are also eigenvectors of $P$ with small eigenvalues, since

$$
\begin{equation*}
P=U \Sigma U^{T} \Longleftrightarrow P^{-1}=U \Sigma^{-1} U^{T} \tag{1.48}
\end{equation*}
$$

because $P$ is real and symmetric.
If the system is released from $x(0)=z$, with $u(t)=0, t \geq 0$, then

$$
\begin{equation*}
{ }_{0}^{\infty} y^{T}(t) y(t) d t=z^{T} Q z \tag{1.49}
\end{equation*}
$$

If $x(0)=z$ lies along one of the eigenvectors of $Q$ with small eigenvalues, then it will have little effect on the output.

It can be seen that the system gramians $P$ and $Q$ satisfy the following Lyapunov equations [19],

$$
\begin{gather*}
A P+P A^{T}=-B B^{T}  \tag{1.50}\\
A^{T} Q+Q A=-C^{T} C \tag{1.51}
\end{gather*}
$$

The solutions to both are unique if $A$ is stable [19].
If the number of inputs $p$ is much smaller than the number of state components $n$, then $\operatorname{rank}\left(B B^{T}\right)=\operatorname{rank}(B) \leq p \ll n$, and the right hand side of (1.50) has low rank. Similarly, if the number of outputs $q$ is much smaller than $n$, then the right hand side of (1.51) has low rank.

The gramians $P$ and $Q$ provide information about the controllability and observability of the system (1.2-1.3) in terms of past inputs $(t \leq 0)$ and future outputs $(t \geq 0)$.

In the rest of this dissertation, eigenvectors of $P$ with large eigenvalues will be referred to as the dominant controllable modes, and eigenvectors of $Q$ with large eigenvalues will be referred to as the dominant observable modes.

Definition 6. Let $\operatorname{Re}\left(\lambda_{i}(A)\right)<0, \forall i$, then the Hankel singular values of the transfer function $G(s)$ (1.11) are

$$
\begin{equation*}
\sigma_{i}(G(s)):=\left\{\lambda_{i}(P Q)\right\}^{\frac{1}{2}} \tag{1.52}
\end{equation*}
$$

Proposition 5. The Hankel singular values of $G(s)$ are also the singular values of the Hankel operator, $\Gamma_{G}: \mathcal{L}_{p}^{2}(0, \infty) \rightarrow \mathcal{L}_{q}^{2}(0, \infty)$,

$$
\begin{equation*}
\left(\Gamma_{G} v\right)(t):={ }_{0}^{\infty} C e^{(A(t+\nu))} B v(\nu) d \nu \tag{1.53}
\end{equation*}
$$

Proof. [19] To find the singular values of $\Gamma_{G}$, note that its adjoint is

$$
\begin{equation*}
\left(\Gamma_{G}^{*} y\right)(t)={ }_{0}^{\infty} B^{T} e^{\left(A^{T}(t+\nu)\right)} C^{T} y(\nu) d \nu \tag{1.54}
\end{equation*}
$$

Suppose $\sigma_{i}$ is a singular value of $\Gamma_{G}$, with $v$ the corresponding eigenvector of $\Gamma_{G}^{*} \Gamma_{G}$,

$$
\begin{equation*}
\Gamma_{G}^{*} \Gamma_{G} v=\sigma_{i}^{2} v \tag{1.55}
\end{equation*}
$$

and let

$$
\begin{equation*}
y:=\Gamma_{G} v=C e^{A t} x_{0} \tag{1.56}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{0}={ }_{0}^{\infty} e^{A \nu} B v(\nu) d \nu \tag{1.57}
\end{equation*}
$$

then

$$
\begin{align*}
\Gamma_{G}^{*} \Gamma_{G} v & =\Gamma_{G}^{*} y,  \tag{1.58}\\
& =B^{T} e^{A^{T} t} \quad \infty \quad e^{A^{T} \nu} C^{T} C e^{A \nu} x_{0} d \nu  \tag{1.59}\\
& =B^{T} e^{A^{T} t} Q x_{0}  \tag{1.60}\\
& =\sigma_{i}^{2} v . \tag{1.61}
\end{align*}
$$

Hence

$$
\begin{equation*}
v(t)=B^{T} e^{A^{T} t} Q x_{0} \sigma_{i}^{-2} \tag{1.62}
\end{equation*}
$$

Substituting (1.62) into (1.57) gives

$$
\begin{equation*}
P Q x_{0}=\sigma_{i}^{2} x_{0} . \tag{1.63}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\Gamma_{G}^{*} \Gamma_{G} v=\sigma_{i}^{2} v \Longleftrightarrow P Q x_{0}=\sigma_{i}^{2} x_{0} . \tag{1.64}
\end{equation*}
$$

The Hankel operator associated with the system (1.2-1.3) maps past inputs to future outputs. If the input $u(t)=v(-t)$ for $t<0$, then the output for $t>0$ is $y(t)=\left(\Gamma_{G} v\right)(t)$.
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### 2.1 Intro uction

The two competing approaches for generating reduced order models of linear, time-invariant systems have been moment-matching via orthogonalized Krylov-subspace methods [12, 13, $15,17,18,21,22,28,29,31,37,38,40]$ and Truncated Balanced Realization (TBR) [11, 39, 45, $49,53]$. TBR produces a reduced model with good global accuracy and a known frequency domain $L^{\infty}$-error bound. However, because it requires the solutions to two Lyapunov equations as well as matrix factorizations and products, TBR is too expensive computationally to use on large problems. Although moment-matching methods are inexpensive to apply, they often produce unnecessarily high order models.

### 2.2 Proble for ulation

The linear, time-invariant system with realization $(A, B, C)$,

$$
\begin{align*}
\frac{d x(t)}{d t} & =A x(t)+B u(t)  \tag{2.1}\\
y(t) & =C x(t),  \tag{2.2}\\
A \in \mathbb{R}^{n \times n}, \quad B & \in \mathbb{R}^{n \times p}, \quad C \in \mathbb{R}^{q \times n}, \tag{2.3}
\end{align*}
$$

has the transfer function $G(s)$,

$$
\begin{equation*}
G(s)=C(s I-A)^{-1} B, \quad G(s) \in \mathbb{C}^{q \times p} \tag{2.4}
\end{equation*}
$$

which relates input to output in the frequency domain according to,

$$
\begin{equation*}
Y(s)=G(s) U(s) \tag{2.5}
\end{equation*}
$$

The transfer function $G(s)$ can be written as $G(s)=C \frac{(m c(s I-A))^{T}}{\operatorname{det}(s I-A)} B$, where $\operatorname{det}(s I-A)$ is the determinant of the matrix $s I-A$, and $m c(s I-A)$ denotes the matrix of cofactors of $s I-A$. Thus, $G(s)$ is a $q \times p$ matrix whose entries are rational functions in $s$. The numerator degree of each rational function is strictly smaller than its denominator degree, because the degree of each entry in $(m c(s I-A))^{T}$ is at most $n-1$ and degree of $\operatorname{det}(s I-A)$ is $n$.

In the simple case of $p=q=1$, the system (2.1-2.2) is controllable and observable if and only if the numerator and denominator of the rational function $G(s)$ have no common factors, or in other words, $G(s)$ is irreducible.

The problem of model reduction is to find a smaller system,

$$
\begin{align*}
\frac{d x_{k}^{r}(t)}{d t} & =A_{k}^{r} x_{k}^{r}(t)+B_{k}^{r} u(t),  \tag{2.6}\\
y_{k}^{r}(t) & =C_{k}^{r} x_{k}^{r}(t),  \tag{2.7}\\
A_{k}^{r} \in \mathbb{R}^{k \times k}, \quad B_{k}^{r} & \in \mathbb{R}^{k \times p}, \quad C_{k}^{r} \in \mathbb{R}^{q \times k}, \tag{2.8}
\end{align*}
$$

such that $k$, the number of components in $x_{k}^{r}(t)$, is much smaller than $n$, and the transfer function of the new system $G_{k}^{r}(s)$,

$$
\begin{equation*}
G_{k}^{r}(s)=C_{k}^{r}\left(s I-A_{k}^{r}\right)^{-1} B_{k}^{r}, \quad G(s) \in \mathbb{C}^{q \times p}, \quad Y_{k}^{r}(s)=G_{k}^{r}(s) U_{k}^{r}(s), \tag{2.9}
\end{equation*}
$$

is close to the original transfer function $G(s)$.
If $p=q=1$, then $G_{k}^{r}(s)$ is a rational function of degree $\leq k$, and the problem of model reduction can also be viewed as the approximation of a high degree rational function by one of much lower degree.

## 2.3 rojection

Almost all model reduction methods are projection methods. An exception may be explicit moment matching methods, which will not be considered here.

Before proceeding with projection methods, generalized state space form will be briefly described. This will help to create a more general framework which can include projection methods whose left and right projection matrices are not bi-orthogonal.

A system given by (2.1-2.2) is in standard state space form. A system in generalized state space form, with realization $(E, A, B, C)$, is described by the equations,

$$
\begin{align*}
E \dot{x}(t) & =A x(t)+B u(t)  \tag{2.10}\\
y(t) & =C x(t) \tag{2.11}
\end{align*}
$$

and has the transfer function

$$
\begin{equation*}
G(s)=C(s E-A)^{-1} B \tag{2.12}
\end{equation*}
$$

If $E$ is invertible, (2.10-2.11) can be easily converted to standard state space form.
For generalized state space systems, the reduced system should have the form,

$$
\begin{align*}
E_{k}^{r} \dot{x}_{k}^{r}(t) & =A_{k}^{r} x_{k}^{r}(t)+B_{k}^{r} u(t)  \tag{2.13}\\
y_{k}^{r}(t) & =C_{k}^{r} x_{k}^{r}(t) \tag{2.14}
\end{align*}
$$

with the transfer function

$$
\begin{equation*}
G_{k}^{r}(s)=C_{k}^{r}\left(s E_{k}^{r}-A_{k}^{r}\right)^{-1} B_{k}^{r} \tag{2.15}
\end{equation*}
$$

A projection method reduces (2.10-2.11) by choosing two $k$-dim projection spaces, $S_{1}, S_{2} \subseteq$ $\mathbb{R}^{n}$, so that the solution space is projected unto $S_{2}, x_{k}^{r} \in S_{2}$, and the residual of (2.10-2.11) is orthogonal to $S_{1}$. A realization of the reduced system satisfies the projection equations,

$$
\begin{align*}
E_{r}^{k} & =V_{k}^{T} E U_{k}, \quad A_{r}^{k}=V_{k}^{T} A U_{k}  \tag{2.16}\\
B_{r}^{k} & =V_{k}^{T} B, \quad C_{r}^{k}=C U_{k} \tag{2.17}
\end{align*}
$$

where the columns of $V_{k}$ and $U_{k}$ form bases for $S_{1}$ and $S_{2}$, respectively,

$$
\begin{equation*}
\operatorname{colsp}\left(V_{k}\right)=S_{1}, \quad V_{k} \in \mathbb{R}^{n \times k}, \quad \operatorname{colsp}\left(U_{k}\right)=S_{2}, \quad U_{k} \in \mathbb{R}^{n \times k} \tag{2.18}
\end{equation*}
$$

If $S_{1}=S_{2}$, the projection is orthogonal, otherwise it is oblique. The matrices $V_{k}$ and $U_{k}$ will be referred to as the left projection matrix and the right projection matrix, respectively. The following proposition shows that the choice of basis for $S_{1}$ and $S_{2}$ is not important.

Proposition 6. If the columns of $\tilde{V}_{k}$ also form a basis for $S_{1}$, and the columns of $\tilde{U}_{k}$ also form a basis for $S_{2}$, then the reduced system obtained by projection with $\tilde{V}_{k}$ and $\tilde{U}_{k}$ according to (2.16-2.17), is equivalent to (has the same transfer function as) the reduced model obtained by projection with $V_{k}$ and $U_{k}$.

Proof. This follows from the existence of invertible $k \times k$ matrices, $R_{k \times k}$ and $W_{k \times k}$, such that

$$
\begin{align*}
V_{k} & =\tilde{V}_{k} R_{k \times k}  \tag{2.19}\\
U_{k} & =\tilde{U}_{k} W_{k \times k} \tag{2.20}
\end{align*}
$$

so that

$$
\begin{align*}
G_{r}(s) & =C U_{k}\left(s V_{k}^{T} E U_{k}-V_{k}^{T} A U_{k}\right)^{-1} V_{k}^{T} B  \tag{2.21}\\
& =C \tilde{U}_{k} W_{k \times k}\left(s R_{k \times k}^{T} \tilde{V}_{k}^{T} E \tilde{U}_{k} W_{k \times k}-R_{k \times k}^{T} \tilde{V}_{k}^{T} A \tilde{U}_{k} W_{k \times k}\right)^{-1} R_{k \times k}^{T} \tilde{V}_{k}^{T} B  \tag{2.22}\\
& =C \tilde{U}_{k}\left(s \tilde{V}_{k}^{T} E \tilde{U}_{k}-\tilde{V}_{k}^{T} A \tilde{U}_{k}\right)^{-1} \tilde{V}_{k}^{T} B  \tag{2.23}\\
& =\tilde{G}_{r}(s) . \tag{2.24}
\end{align*}
$$

Hence, the exact projection matrices are not important, only their column spans are.
Note if $V_{k}^{T} U_{k} \neq I_{k \times k}$, then the reduced system obtained according to (2.16-2.17) will not be in standard state space form even if the original system is in standard form. Thus, to preserve standard space form, the projection matrices $V_{k}$ and $U_{k}$ must be bi-orthogonal.
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This chapter describes the matching of transfer function moments, and how it is implemented as projection via Krylov subspaces.

### 3.1 Transfer function o ents

The category of moment matching methods includes all methods which seek to preserve, in the transfer function of the reduced system $G_{r}(s)$, some coefficients of a series expansion of the original transfer function $G(s)$. Generalized state-space form (2.10-2.11) will be used.

If $G(s)$ is expanded in powers of $s^{-1}$, i.e., around the point at infinity,

$$
\begin{align*}
G(s) & =\sum_{j=1}^{\infty} m_{-j} s^{-j}  \tag{3.1}\\
m_{-j} & =C\left(E^{-1} A\right)^{j-1} E^{-1} B=\left.g^{(j-1)}(t)\right|_{t=0} \tag{3.2}
\end{align*}
$$

then the coefficients to be preserved are $m_{-j}, j=1, \cdots, k$. The $m_{-j}$ 's are called the Markov parameters, and they are the function value and derivatives of $g(t)$, the inverse Laplace transform of $G(s)$, evaluated at $t=0$.

A reduced order model whose transfer function

$$
\begin{align*}
G_{r}(s) & =\sum_{j=1}^{\infty} m_{-j}^{r} s^{-j}  \tag{3.3}\\
m_{-j}^{r} & =C_{r}\left(E_{r}^{-1} A_{r}\right)^{j-1} E_{r}^{-1} B_{r}=\left.g_{r}^{(j-1)}(t)\right|_{t=0} \tag{3.4}
\end{align*}
$$

preserves a number of the original Markov parameters,

$$
\begin{equation*}
m_{-j}^{r}=m_{-j}, \quad j=1, \cdots, k \tag{3.5}
\end{equation*}
$$

is called a partial realization.
A partial realization generally results in good approximation to the original transfer function near $s=\infty$, but may not be accurate at low frequencies.

More often, $G(s)$ is expanded around one or more finite points in the complex plane. In this case, each series has the form,

$$
\begin{align*}
G(s) & ={\underset{j_{i}=0}{\infty} m_{j_{i}}\left(\sigma_{i}\right)\left(s-\sigma_{i}\right)^{j_{i}},}_{m_{j_{i}}\left(\sigma_{i}\right)}=C\left(\left(A-\sigma_{i} E\right)^{-1} E\right)^{j_{i}}\left(\sigma_{i} E-A\right)^{-1} B=\frac{\left.G^{\left(j_{i}\right)}(s)\right|_{s=\sigma_{i}}}{j_{i}!},  \tag{3.6}\\
i & =1,2, \cdots, \bar{i} . \tag{3.7}
\end{align*}
$$

The $m_{j_{i}}\left(\sigma_{i}\right)$ 's are called the moments of the transfer function $G(s)$ at $\sigma_{i}$, which are the function value and derivatives of $G(s)$ evaluated at $\sigma_{i}$.

A reduced order model whose transfer function

$$
\begin{align*}
G_{r}(s) & ={ }_{j_{i}=0}^{\infty} m_{j_{i}}^{r}\left(\sigma_{i}\right)\left(s-\sigma_{i}\right)^{j_{i}},  \tag{3.9}\\
m_{j_{i}}^{r}\left(\sigma_{i}\right) & =C_{r}\left(\left(A_{r}-\sigma_{i} E_{r}\right)^{-1} E_{r}\right)^{j_{i}}\left(\sigma_{i} E_{r}-A_{r}\right)^{-1} B_{r}=\frac{\left.G_{r}^{\left(j_{i}\right)}(s)\right|_{s=\sigma_{i}}}{j_{i}!},  \tag{3.10}\\
i & =1,2, \cdots, \bar{i} \tag{3.11}
\end{align*}
$$

preserves some moments of the original transfer function $G(s)$ at a number of points $\sigma_{i}, i=$ $1, \cdots, \bar{i}$, in the complex plane,

$$
\begin{equation*}
m_{j}^{r}\left(\sigma_{i}\right)=m_{j}\left(\sigma_{i}\right), \quad j=1, \cdots, k_{i}, \quad, i=1, \cdots \bar{i} \tag{3.12}
\end{equation*}
$$

is called a (multi-point) Padé approximant. The moment matching points $\sigma_{i}, i=1, \cdots, \bar{i}$, can be real, imaginary, or complex.

Padé approximants result in good approximation to the original transfer function in neighborhoods around the points where moments are matched, but may not be accurate away from the expansion points.

### 3.2 I ple entation via Krylov su spaces

The usual implementation of moment matching uses projection via Krylov subspaces $[8,12$, $15,18,40]$. They are implicit moment matching methods, because the moments themselves are never explicitly computed. The choice of Krylov subspace determines where and to what order moments are matched. The assumption $B \in \mathbb{R}^{n}$ will be made throughout this section.

Definition 7. The order $m$ Krylov subspace $\mathcal{K}_{m}(A, B)$ of the $n \times n$ matrix $A$ and the starting vector $B \in \mathbb{R}^{n}$ is the subspace,

$$
\begin{equation*}
\mathcal{K}_{m}(A, B)=\operatorname{span}\left\{B, A B, \cdots, A^{m-1} B\right\} . \tag{3.13}
\end{equation*}
$$

Note $\operatorname{dim}\left(\mathcal{K}_{m}(A, B)\right) \leq m$.
The following proposition connects projection via Krylov subspaces and the matching of Markov parameters.

Proposition 7. (See [22]) If

$$
\begin{equation*}
\mathcal{K}_{k^{b}}\left(E^{-1} A, E^{-1} B\right)=\operatorname{span}\left\{E^{-1} B, E^{-1} A E^{-1} B, \cdots, E^{-1} A^{k-1} E^{-1} B\right\} \subseteq \operatorname{colsp}\left\{U_{k}\right\} \tag{3.14}
\end{equation*}
$$

and
$\mathcal{K}_{k^{c}}\left(\left(E^{-1} A\right)^{T}, E^{-1} C^{T}\right)=\operatorname{span}\left\{E^{-1} C^{T},\left(E^{-1} A\right)^{T} E^{-1} C^{T}, \cdots,\left(\left(E^{-1} A\right)^{T}\right)^{k-1} E^{-1} C^{T}\right\} \subseteq \operatorname{colsp}\left\{V_{k}\right\}$,
then,

$$
\begin{equation*}
C\left(E^{-1} A\right)^{j-1} E^{-1} B=C_{r}\left(E_{r}^{-1} A_{r}\right)^{j-1} E_{r}^{-1} B_{r} \tag{3.16}
\end{equation*}
$$

for $j=1,2, \cdots, k^{b}+k^{c}$.
The following proposition connects projection via Krylov subspaces and the matching of moments at the points $\sigma_{1}, \cdots, \sigma_{\bar{i}} \neq \infty$.

Proposition 8. (See [21]) If

$$
\begin{equation*}
\bigcup_{i=1}^{\bar{i}} \mathcal{K}_{k_{i}^{b}}\left(\left(A-\sigma_{i} E\right)^{-1} E,\left(A-\sigma_{i} E\right)^{-1} B\right) \subseteq \operatorname{colsp}\left\{U_{k}\right\} \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\bigcup_{i=1}^{\bar{i}} \mathcal{K}_{k_{i}^{c}}\left(\left(A-\sigma_{i} E\right)^{-T} E^{T},\left(A-\sigma_{i} E\right)^{-T} C^{T}\right) \subseteq \operatorname{colsp}\left\{V_{k}\right\} \tag{3.18}
\end{equation*}
$$

then,

$$
\begin{align*}
& -C\left\{\left(A-\sigma_{i} E\right)^{-1} E\right\}^{j_{i}-1}\left(A-\sigma_{i} E\right)^{-1} B  \tag{3.19}\\
& =-C_{r}\left\{\left(A_{r}-\sigma_{i} E_{r}\right)^{-1} E_{r}\right\}^{j_{i}-1}\left(A_{r}-\sigma_{i} E_{r}\right)^{-1} B_{r},  \tag{3.20}\\
& \left.\Longrightarrow \frac{d^{j_{i}-1} G(s)}{d s}\right|_{s=\sigma_{i}}=\left.\frac{d^{j_{i}-1} G_{r}(s)}{d s}\right|_{s=\sigma_{i}}, \tag{3.21}
\end{align*}
$$

for $j_{i}=1,2, \cdots, k_{i}^{b}+k_{i}^{c}$ and $i=1,2, \cdots, \bar{i}$. Note the inclusion rather than equality in (3.17-3.18).

When certain processes are used to generate bases for the Krylov subspaces in (3.143.15) and (3.17-3.18), such as the Lanczos or the Arnoldi process, the reduced quantities $E_{k}^{r}, A_{r}^{k}, B_{r}^{k}, C_{r}^{k}$ in (2.16-2.17) may be obtained as part of the basis generation process, rather than projected explicitly via (2.16-2.17).

Regardless of how the Krylov subspaces are generated, the following two algorithms are examples of moment matching methods which use Krylov subspaces, and will be referred to in chapter 10 for numerical comparison. The systems they reduce are assumed to be in standard form, $E=I_{n \times n}$. They are not the most general of moment matching via Krylov subspaces methods. They assume bi-orthogonality of the two projection matrices, and make (3.17) and (3.18) equalities rather than inclusions. Algorithm 1 uses orthogonal projection, algorithm 2 uses oblique projection.

Algorithm 1 Moment matching via Krylov subspaces, orthogonal projection
0 . Original system, $\left(I_{n \times n}, A, B, C\right)$.

1. Find $U_{k}=\left[u_{1}, \cdots, u_{k}\right]$ such that $U_{k}^{T} U_{k}=I_{k \times k}$ and

$$
\begin{align*}
\operatorname{colsp}\left\{U_{k}\right\} & =\mathcal{K}_{k_{i}}\left(\left(A-\sigma_{i} I\right)^{-1},\left(A-\sigma_{i} I\right)^{-1} B\right)  \tag{3.22}\\
k & =k_{1}+\cdots+k_{m} \tag{3.23}
\end{align*}
$$

$\underline{\text { 2. Obtain } E_{k}^{r}=I_{k \times k}, A_{k}^{r}, B_{k}^{r}, C_{k}^{r} \text { such that (2.16-2.17) hold. }}$
Moment matching methods require only matrix-vector products (3.14-3.15) or linear solves (3.17-3.18), hence they are very efficient. If the linear solves are done iteratively using a Krylov subspace method such as GMRES, all that is needed is the action of the system matrix $A$ on a vector, which is advantageous when $A$ is sparse, structured, or given only as a black box. However, there is no global error bound on the transfer function approximation error for moment matching methods. The error, $G(s)-G^{r}(s)$, will be small near points where moments are matched, but there is no guarantee that the error will be small elsewhere. These methods also may produce unstable reduced models even though the original system is stable. Further processing is needed to remove the unstable modes. [12, 22, 29]

Algorithm 2 Moment matching via Krylov subspaces, oblique projection
0 . Original system, $\left(I_{n \times n}, A, B, C\right)$.

1. Find $U_{k}=\left[u_{1}, \cdots, u_{k}\right], V_{k}=\left[v_{1}, \cdots, v_{k}\right]$ such that $V_{k}^{T} U_{k}=I_{k \times k}$ and

$$
\begin{align*}
\operatorname{colsp}\left\{U_{k}\right\} & ={ }_{i=1}^{\bar{i}} \mathcal{K}_{k_{i}^{b}}\left(\left(A-\sigma_{i} I\right)^{-1},\left(A-\sigma_{i} I\right)^{-1} B\right), \\
\operatorname{colsp}\left\{V_{k}\right\} & ={ }_{\bar{i}}^{i} \mathcal{K}_{k_{i}^{c}}\left(\left(A-\sigma_{i} I\right)^{-T},\left(A-\sigma_{i} I\right)^{-T} C^{T}\right),  \tag{3.24}\\
k & =k_{1}^{b}+k_{2}^{b}+\cdots+k_{m}^{b}=k_{1}^{c}+k_{2}^{c}+\cdots+k_{m}^{c} .
\end{align*}
$$

2. Obtain $E_{k}^{r}=I_{k \times k}, A_{k}^{r}, B_{k}^{r}, C_{k}^{r}$ such that (2.16-2.17) hold.

A most important question associated with moment matching methods is how to pick moment matching points $\left\{\sigma_{1}, \cdots, \sigma_{m}\right\}$, and their orders $k_{1}, \cdots, k_{m}$, so that the global approximation error is small. This problem is not solved. Rather, it is tackled with heuristics $[5,6,21]$, such as picking evenly or logarithmically spaced points on the imaginary or the real axis, as a function of the frequency range of interest.

In chapter 10, a criterion for picking good moment matching points, when the system is symmetric, will be given based on approximating the Truncated Balanced Realization method of model reduction.
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Truncated Balanced Realization (TBR) [11,39, 45] produces a guaranteed stable reduced model, and has a frequency domain $L^{\infty}$-error bound. There is no theoretical result concerning the optimality or near optimality of the TBR reduction in the $L^{\infty}$ norm. However, TBR in general produces a reduced model with globally accurate frequency response approximation. This reduced model is usually superior to the models produced by moment matching methods.

The Square Root method of implementing TBR is proposed in [49,53]. It has better numerical properties than the implementation in [19]. When referring to 'the TBR algorithm' in future chapters, the implementation in algorithm 3 is assumed.

Given a stable system in standard state space form (2.1-2.2), algorithm 3 produces the order $k$ TBR reduction.

Algorithm 3 Square Root method to calculate the order $k$ TBR reduction.

1. Find the Cholesky factors $Z^{B}$ and $Z^{C}$ of the solutions $P$ and $Q$ to (1.50-1.51),

$$
\begin{equation*}
P=Z^{B}\left(Z^{B}\right)^{T}, \quad Q=Z^{C}\left(Z^{C}\right)^{T} \tag{4.1}
\end{equation*}
$$

2. Calculate the singular value decomposition of $\left(Z^{C}\right)^{T} Z^{B}$,

$$
\begin{equation*}
U^{L} \Sigma\left(U^{R}\right)^{T}=\left(Z^{C}\right)^{T} Z^{B} \tag{4.2}
\end{equation*}
$$

where,

$$
U^{R}=\left[\begin{array}{lll}
u_{1}^{R} & \cdots & u_{n}^{R}
\end{array}\right], \quad U^{L}=\left[\begin{array}{lll}
u_{1}^{L} & \cdots & u_{n}^{L}
\end{array}\right], \quad \Sigma=\left[\begin{array}{ccc}
\sigma_{1} & \cdots & 0  \tag{4.3}\\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{n}
\end{array}\right] .
$$

3. If $\sigma_{k}>\sigma_{k+1}$, let

$$
S^{B}=Z^{B}\left[u_{1}^{R}, \cdots, u_{k}^{R}\right]\left[\begin{array}{ccc}
\frac{1}{\sqrt{\sigma_{1}}} & \cdots & 0  \tag{4.4}\\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{1}{\sqrt{\sigma_{k}}}
\end{array}\right]
$$

and

$$
S^{C}=Z^{C}\left[u_{1}^{L}, \cdots, u_{k}^{L}\right]\left[\begin{array}{ccc}
\frac{1}{\sqrt{\sigma_{1}}} & \cdots & 0  \tag{4.5}\\
\vdots & \ddots & \vdots \\
0 & \cdots & \frac{1}{\sqrt{\sigma_{k}}}
\end{array}\right]
$$

4. The order $k$ Truncated Balanced Realization is given by

$$
\begin{equation*}
A_{k}^{t b r}=\left(S^{C}\right)^{T} A S^{B}, \quad B_{k}^{t b r}=\left(S^{C}\right)^{T} B, \quad C_{k}^{t b r}=C S^{B} \tag{4.6}
\end{equation*}
$$

The controllability and observability gramians of the order $k$ reduced system $\left(A_{k}^{t b r}, B_{k}^{t b r}, C_{k}^{t b r}\right)$ are diagonal and equal,

$$
\begin{equation*}
P_{k}^{t b r}=Q_{k}^{t b r}=\Sigma_{1}=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k}\right) \tag{4.7}
\end{equation*}
$$

The resulting transfer function $G_{k}^{t b r}(s)$ has $L^{\infty}$-error bound,

$$
\begin{equation*}
\left\|G(j w)-G_{k}^{t b r}(j w)\right\|_{L^{\infty}}:=\sup _{w}\left\|G(j w)-G_{k}^{t b r}(j w)\right\|_{2} \leq 2\left(\sigma_{k+1}+\sigma_{k+2}+\ldots+\sigma_{n}\right) . \tag{4.8}
\end{equation*}
$$

TBR is a projection method with left projection matrix $S^{C}$ and right projection matrix $S^{B}$, such that $\left(S^{C}\right)^{T} S^{B}=I_{k \times k}$ and

$$
\begin{equation*}
\operatorname{colsp}\left(S^{B}\right) \subseteq \operatorname{colsp}\left(Z^{B}\right), \quad \operatorname{colsp}\left(S^{C}\right) \subseteq \operatorname{colsp}\left(Z^{C}\right) \tag{4.9}
\end{equation*}
$$

A merit of the Square Root method is that it relies on the Cholesky factors $Z^{B}$ and $Z^{C}$ of the gramians $P$ and $Q$, rather than the gramians themselves, which has advantages in terms of numerical stability.

The vast majority of the work involved in algorithm 3 comes from step 1 to obtain $Z^{B}$ and $Z^{C}$, and step 2, the balancing singular value decomposition. Both steps 1 and 2 are $O\left(n^{3}\right)$ if done exactly, even if the system matrix $A$ is sparse, which makes algorithm 3 impractical for problems with more than a few hundred components in the state vector. For this reason, TBR has long been considered too expensive to apply to large problems.
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## 5.1 otivation

Even though Truncated Balanced Realization produces a guaranteed stable, globally accurate reduced model with a $L^{\infty}$-error bound, it has been almost entirely abandoned in favor of Krylov subspace-based moment matching methods for large problems such as the modeling of complicated interconnect structures [3, 37, 40]. The solution of two Lyapunov equations and the balancing SVD in (4.2) both have complexity $O\left(n^{3}\right)$, which is prohibitive for problems with more than a few hundred components in the state vector.

It is clear that even if the $n \times n$ Cholesky factors of the gramians are available, the complexity of the Square Root method is still prohibitive for large $n$, due to the SVD of the $n \times n$ matrix $\left(Z^{C}\right)^{T} Z^{B}$ in step 2.

However, the work in step 2 and the subsequent step of calculating $S_{B}$ and $S_{C}$ will be dramatically reduced if $Z^{B}$ and $Z^{C}$ each have only a few columns, or equivalently, they have low rank.

This chapter answers the question of whether it is possible to approximate TBR if low rank approximations to $Z^{B}$ and $Z^{C}$ are available. The contention of this dissertation is that the answer is affirmative for symmetric systems, but not definitive for non-symmetric systems, although there is numerical evidence that good approximation to TBR is possible even in the non-symmetric case.

The main goal of this chapter is to present the approaches that can be taken in trying to approximate TBR, at a cost that is comparable to the popular moment matching methods. These approaches should only require matrix-vector products and linear solves. Two approaches are examined and compared. One is the Low Rank Square Root method [41, 46], the other is the Dominant Gramian Eigenspaces method [34].

The question of how to obtain low rank approximations to $Z^{B}$ and $Z^{C}$ will be answered in subsequent chapters.

### 5.2 Opti al low rank gra ian approxi ation

If $X \in \mathbb{R}^{n \times n}$, a symmetric, positive semi-definite matrix, has eigenvalue (singular value) decomposition,

$$
\begin{gather*}
X=\left[u_{1}, \cdots, u_{J}, u_{J+1} \cdots, u_{n}\right]\left[\begin{array}{cccccc}
\sigma_{1} & & \cdots & \cdots & & 0 \\
& \ddots & & & & \\
\vdots & & \sigma_{J} & 0 & & \vdots \\
\vdots & & 0 & \sigma_{J+1} & & \vdots \\
& & & & \ddots & \\
0 & & \cdots & \cdots & & \sigma_{n}
\end{array}\right]\left[u_{1}, \cdots, u_{J}, u_{J+1}, \cdots, u_{n}\right]^{T},  \tag{5.1}\\
\sigma_{1} \geq \cdots \sigma_{J} \geq \sigma_{J+1} \geq \cdots \geq \sigma_{n} \geq 0 \tag{5.2}
\end{gather*}
$$

and if $\sigma_{J}>\sigma_{J+1}$, then

$$
X_{J}^{o p t}:=\left[u_{1}, \cdots, u_{J}\right]\left[\begin{array}{ccc}
\sigma_{1} & \cdots & 0  \tag{5.3}\\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{J}
\end{array}\right]\left[u_{1}, \cdots, u_{J}\right]^{T},
$$

is the unique optimal rank $J$ approximation to $X$ in the 2-norm [20].
Clearly $\left\|X-X_{J}^{\text {opt }}\right\|_{2}=\sigma_{J+1}$, and $\sigma_{J+1}$ is the smallest achievable 2-norm error when approximating $X$ by a rank $J$ matrix. If $\sigma_{J+1}$ is not small, then $X$ cannot be well approximated by a rank $J$ matrix.

Definition 8. $Z_{J}^{\text {opt }} \in \mathbb{R}^{n \times J}$ is an optimal rank $J$ Cholesky factor of $X$ if

$$
\begin{equation*}
Z_{J}^{o p t}\left(Z_{J}^{o p t}\right)^{T}=X_{J}^{o p t} . \tag{5.4}
\end{equation*}
$$

If $Z_{J}^{\text {opt }}$ has 'thin' singular value decomposition,

$$
\begin{align*}
Z_{J}^{o p t} & =\left[u_{1}^{c f}, \cdots, u_{J}^{c f}\right]\left[\begin{array}{ccc}
\sigma_{1}^{c f} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{J}^{c f}
\end{array}\right]\left[v_{1}^{c f}, \cdots, v_{J}^{c f}\right]^{T},  \tag{5.5}\\
\sigma_{1}^{c f} & \geq \cdots \geq \sigma_{J}^{c f}>0, \quad u_{i}^{c f} \in \mathbb{R}^{n}, \quad v_{i}^{c f} \in \mathbb{R}^{J}, \tag{5.6}
\end{align*}
$$

then

$$
\begin{align*}
X_{J}^{o p t} & =Z_{J}^{o p t}\left(Z_{J}^{o p t}\right)^{T} \\
& =\left[u_{1}^{c f}, \cdots, u_{J}^{c f}\right]\left[\begin{array}{ccc}
\sigma_{1}^{c f} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{J}^{c f}
\end{array}\right]\left[v_{1}^{c f}, \cdots, v_{J}^{c f}\right]^{T}\left[v_{1}^{c f}, \cdots, v_{J}^{c f}\right]\left[\begin{array}{ccc}
\sigma_{1}^{c f} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{J}^{c f}
\end{array}\right]\left[u_{1}^{c f}, \cdots, u_{J}^{c f}\right]^{T},  \tag{5.8}\\
& =\left[u_{1}^{c f}, \cdots, u_{J}^{c f}\right]\left[\begin{array}{ccc}
\left(\sigma_{1}^{c f}\right)^{2} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \left(\sigma_{J}^{c f}\right)^{2}
\end{array}\right]\left[u_{1}^{c f}, \cdots, u_{J}^{c f}\right]^{T} . \tag{5.9}
\end{align*}
$$

Thus, $u_{i}^{c f}$ is an eigenvector of $X_{J}^{\text {opt }}$ associated with the eigenvalue $\left(\sigma_{i}^{c f}\right)^{2}$ if and only if it is a left singular vector of $Z_{J}^{o p t}$ associated with the eigenvalue $\sigma_{i}^{c f}$. Therefore, the eigenvectors of $X_{J}^{\text {opt }}$ can be obtained by finding the left singular vectors of $Z_{J}^{\text {opt }}$, which is inexpensive to do since $Z_{J}^{\text {opt }}$ has only $J$ columns.

A matrix $Z_{J} \in \mathbb{R}^{n \times J}$ is called an approximately optimal rank $J$ Cholesky factor of $X$, if $Z_{J} Z_{J}^{T} \approx X_{J}^{\text {opt }}$.

This chapter provides analysis on approximating TBR when approximately optimal rank $J$ Cholesky factors of $P$ and $Q$ are available. Subsequent chapters will address how to obtain the approximately optimal low rank Cholesky factors.

### 5.3 Sy etric syste s

Approximating TBR for symmetric systems is addressed first.
A symmetric state-space system has the form,

$$
\begin{align*}
\dot{x}(t) & =A x(t)+B u(t), \quad A=A^{T}  \tag{5.10}\\
y(t) & =B^{T} x(t) \tag{5.11}
\end{align*}
$$

The system matrix $A$ is symmetric, and the output coefficient matrix is simply the transpose of the input coefficient matrix.

A certain class of circuit models from modified nodal analysis, which has the form,

$$
\begin{align*}
E \dot{x}(t) & =A x(t)+B u(t)  \tag{5.12}\\
y(t) & =B^{T} x(t) \tag{5.13}
\end{align*}
$$

where $E$ and $A$ are symmetric, and $E$ positive definite, can be symmetrized as follows [38].
A symmetric, positive definite square root of $E, E^{\frac{1}{2}}$, can be found. The new state vector
$\tilde{x}$ is defined as $\tilde{x}:=E^{\frac{1}{2}} x$. Multiplying (5.12) by $E^{-\frac{1}{2}}$ results in

$$
\begin{align*}
E^{-\frac{1}{2}} E^{\frac{1}{2}} E^{\frac{1}{2}} \dot{x}(t) & =E^{-\frac{1}{2}} A E^{-\frac{1}{2}} E^{\frac{1}{2}} x(t)+E^{-\frac{1}{2}} B u(t),  \tag{5.14}\\
y(t) & =B^{T} E^{-\frac{1}{2}} E^{\frac{1}{2}} x(t) \tag{5.15}
\end{align*}
$$

Thus, (5.12-5.13) become

$$
\begin{align*}
\dot{\tilde{x}}(t) & =\tilde{A} \tilde{x}(t)+\tilde{B} u(t), \quad \tilde{A}=\tilde{A}^{T},  \tag{5.16}\\
y(t) & =\tilde{B}^{T} \tilde{x}(t),  \tag{5.17}\\
\tilde{A} & =E^{-\frac{1}{2}} A E^{-\frac{1}{2}}, \quad \tilde{B}=E^{-\frac{1}{2}} B . \tag{5.18}
\end{align*}
$$

TBR for symmetric systems is simpler than for non-symmetric systems. The controllability gramian is equal to the observability gramian for symmetric systems since equations (1.50) and (1.51) are the same when $A=A^{T}$ and $C=B^{T}$. Hence, there is no need for the balancing SVD in step 2 of algorithm 3.

TBR for symmetric systems simply solves,

$$
\begin{equation*}
A P+P A+B B^{T}=0 \tag{5.19}
\end{equation*}
$$

for the single system gramian $P(=Q)$, and finds $P$ 's $k$ dominant eigenvectors,

$$
\begin{equation*}
\left\{u_{1}^{\text {gram }}, \cdots, u_{k}^{\text {gram }}\right\} \tag{5.20}
\end{equation*}
$$

where

$$
\begin{align*}
P & =\left[u_{1}^{\text {gram }}, \cdots, u_{n}^{\text {gram }}\right] \Sigma^{\text {gram }}\left(\left[u_{1}^{\text {gram }}, \cdots, u_{n}^{\text {gram }}\right]\right)^{T}  \tag{5.21}\\
\Sigma^{\text {gram }} & =\operatorname{diag}\left(\sigma_{1}, \cdots, \sigma_{n}\right), \sigma_{1} \geq \cdots \geq \sigma_{k}>\sigma_{k+1} \geq \cdots \geq \sigma_{n} \tag{5.22}
\end{align*}
$$

The left and right projection matrices $U_{k}$ and $V_{k}$ are chosen to be equal, and

$$
\begin{equation*}
U_{k}=V_{k}=\left[u_{1}^{\text {gram }}, \cdots, u_{k}^{\text {gram }}\right]:=U_{k}^{\text {gram }} . \tag{5.23}
\end{equation*}
$$

The system in (5.10-5.11) is reduced according to

$$
\begin{equation*}
A_{k}^{t b r}=\left(U_{k}^{\text {gram }}\right)^{T} A U_{k}^{\text {gram }}, \quad B_{k}^{t b r}=\left(U_{k}^{\text {gram }}\right)^{T} B \tag{5.24}
\end{equation*}
$$

Because the symmetric system in (5.10-5.11) is already balanced, the $k$ dominant left singular vectors of an approximately optimal low rank Cholesky factor can simply be used in place of $U_{k}^{\text {gram }}$, to obtain 'Approximate TBR', given as algorithm 4.

The $k$ dominant left singular vectors of $Z_{J}$ are easy to find because $Z_{J}$ has only $J$ columns. If $Z_{J}$ is exactly an optimal rank $J$ Cholesky factor of $P, Z_{J} Z_{J}^{T}=P_{J}^{\text {opt }}$, then algorithm 4

## Algorithm 4 Approximate TBR for Symmetric Systems

1. Compute $Z_{J} \in \mathbb{R}^{n \times J}, Z_{J} Z_{J}^{T} \approx P_{J}^{o p t}$.
2. Find $U_{k}, k \leq J$, the matrix of the $k$ dominant left singular vectors of $Z_{J}$.
3. Reduction: $A_{k}^{r}=\left(U_{k}\right)^{T} A U_{k}, \quad B_{k}^{r}=\left(U_{k}\right)^{T} B$. (Using $U_{k}$ to approximate $U_{k}^{\text {gram }}$ ).
produces exactly the order $k$ TBR reduction.

### 5.4 Non-sy etric syste s

The controllability and observability gramians of a non-symmetric system will not, in general, be equal. This section examines how to reduce a system if only approximately optimal low rank Cholesky factors of $P$ and $Q$ are available.

### 5.4.1 Low ank Square oot method

An idea that was proposed in [41] and [46], is to simply replace the exact Cholesky factors $Z^{B}$ and $Z^{C}$, (possibly of full or, at least, high rank), in algorithm 3 by low rank Cholesky factors, $Z_{J_{B}}^{B} \in \mathbb{R}^{n \times J_{B}}$ and $Z_{J_{C}}^{C} \in \mathbb{R}^{n \times J_{C}}$. This reduces step 2 of the Square Root method to the SVD of a small, $J_{C} \times J_{B}$, matrix, which is much less work than the SVD of the full $n \times n$ exact Cholesky factor product $\left(Z^{B}\right)^{T} Z^{C}$. This idea, the Low Rank Square Root method, is shown as algorithm 5 .
$\frac{\text { Algorithm } 5 \text { Low rank square root method }}{\text { 1. Compute } Z_{J_{B}}^{B} \in \mathbb{R}^{n \times J_{B}}, Z_{J_{B}}^{B}\left(Z_{J_{B}}^{B}\right)^{T} \approx P_{J_{B}}^{\text {opt }},}$
2. Compute $Z_{J_{C}}^{C} \in \mathbb{R}^{n \times J_{C}}, Z_{J_{C}}^{C}\left(Z_{J_{C}}^{C}\right)^{T} \approx Q_{J_{C}}^{\text {opt }}$,
3. Compute reduced system $\left(A_{k}^{r}, B_{k}^{r}, C_{k}^{r}\right), k \leq J_{B}, J_{C}$, by algorithm 3 using approximate Cholesky factors $Z_{J_{B}}^{B}$ and $Z_{J_{C}}^{C}$.

Even if $Z_{J_{B}}^{B}$ and $Z_{J_{C}}^{C}$ are optimal rank $J_{B}$ and $J_{C}$ Cholesky factors of $P$ and $Q$, respectively, algorithm 5 will not, in general, produce a good approximation to TBR unless $Z_{J_{B}}^{B}\left(Z_{J_{B}}^{B}\right)^{T}$ and $Z_{J_{C}}^{C}\left(Z_{J_{C}}^{C}\right)^{T}$ are fairly accurate approximations to the matrices $P$ and $Q$ themselves. If $J_{B}, J_{C} \ll n$, this cannot happen unless $P$ and $Q$ are themselves close to low rank.

For example, if

$$
\begin{equation*}
\left(Z_{J_{B}}^{B}\right)^{T}\left(Z_{J_{C}}^{C}\right)=0, \tag{5.25}
\end{equation*}
$$

then algorithm 5 cannot proceed even though the order $k$ TBR reduction via algorithm 3 may be perfectly well defined.

The near low rank assumption on the exact gramians $P$ and $Q$ needs to be met for algorithm 5 to be an efficient and accurate method. Numerical results for the Low Rank Square Root method will be given in section 5.5.

### 5.4.2 Dominant Gramian Eigenspaces method

When $P$ and $Q$ are not close to low rank, the Low Rank Square Root method often does not produce a good reduced model. In this case another approach is needed.

In the TBR reduction, gramians $P$ and $Q$ are balanced so that they have the same eigendecomposition, namely, along the coordinate axes, in the same order. Then it makes sense to project the original system onto that single dominant eigenspace of both gramians.

Balancing the gramians requires knowledge of the entire eigenspaces of both gramians. For the situation when only approximately optimal rank $J_{B}$ and $J_{C}$ Cholesky factors of $P$ and $Q$ are available, and the rest of the eigenspaces are unknown but significant, the following algorithm is proposed.

The Dominant Gramian Eigenspaces method is an orthogonal projection method, and its projection space is the column span of the union of a subset of the dominant left singular vectors $Z_{J_{B}}^{B}$, and a subset of the dominant left singular vectors of $Z_{J_{C}}^{C}[34]$.

### 5.4.3 A Special case

The following theorem gives a condition under which both algorithms 5 and 6 will produce exactly the order $k$ TBR reduction.

Theorem 1. If the span of the $k$ most controllable modes is the same as the span of the $k$ most observable modes, and $\sigma_{k}^{B}>\sigma_{k+1}^{B}, \sigma_{k}^{C}>\sigma_{k+1}^{C}$, where $\sigma_{1}^{B}, \cdots, \sigma_{n}^{B}$ are the singular values of $P$ in non-increasing order, and $\sigma_{1}^{C}, \cdots, \sigma_{n}^{C}$ are the singular values of $Q$ in non-increasing order, and if $Z_{J_{B}}^{B}$ and $Z_{J_{C}}^{C}, J_{B}, J_{C}, \geq k$, in algorithms 5 and 6 are optimal rank $J_{B}$ and $J_{C}$ Cholesky factors of $P$ and $Q$, then both algorithms 5 and 6 will produce exactly the order $k$ TBR reduction.

Algorithm 6 Dominant Gramian Eigenspaces method

1. Compute $Z_{J_{B}}^{B}, Z_{J_{B}}^{B}\left(Z_{J_{B}}^{B}\right)^{T} \approx P_{J_{B}}^{o p t}$.
2. Compute $Z_{J_{C}}^{C}, Z_{J_{C}}^{C}\left(Z_{J_{C}}^{C}\right)^{T} \approx Q_{J_{C}}^{\text {opt }}$.
3. Calculate SVD: $Z_{J_{B}}^{B}=U_{n \times J_{B}}^{B} D_{J_{B} \times J_{B}}^{B}\left(V_{J_{B} \times J_{B}}^{B}\right)^{T}, \quad Z_{J_{C}}^{C}=U_{n \times J_{C}}^{C} D_{J_{C} \times J_{C}}^{C}\left(V_{J_{C} \times J_{C}}^{C}\right)^{T}$.
4. Choose $k \leq J_{B}, J_{C}, 2 k$ being the desired reduction order, and let

$$
\begin{equation*}
U_{m}^{\text {ctob }}=q r\left(\left[U_{n \times J_{B}}^{B}(:, 1: k), \quad U_{n \times J_{C}}^{C}(:, 1: k)\right]\right) . \tag{5.26}
\end{equation*}
$$

Note $k \leq m=\operatorname{rank}\left(U_{m}^{\text {ctob }}\right) \leq 2 k$.
5. Reduce the system:

$$
\begin{equation*}
A_{m}^{r}=\left(U_{m}^{\text {ctob }}\right)^{T} A U_{m}^{\text {ctob }}, \quad B_{m}^{r}=\left(U_{m}^{\text {ctob }}\right)^{T} B, \quad C_{m}^{r}=C U_{m}^{\text {ctob }} \tag{5.27}
\end{equation*}
$$

Proof. Let $P$ and $Q$ have SVDs,

$$
\begin{align*}
P & =U^{B}\left(\Sigma^{B}\right)^{2}\left(U^{B}\right)^{T}  \tag{5.28}\\
U^{B} & =\left[u_{1}^{B}, \cdots, u_{n}^{B}\right], \quad \sigma_{1}^{B} \geq \cdots \geq \sigma_{k}^{B}>\sigma_{k+1}^{B} \geq \cdots \geq \sigma_{n}^{B} \geq 0  \tag{5.29}\\
Q & =U^{C}\left(\Sigma^{C}\right)^{2}\left(U^{C}\right)^{T},  \tag{5.30}\\
U^{C} & =\left[u_{1}^{C}, \cdots, u_{n}^{C}\right], \quad \sigma_{1}^{C} \geq \cdots \geq \sigma_{k}^{C}>\sigma_{k+1}^{C} \geq \cdots \geq \sigma_{n}^{C} \geq 0 \tag{5.31}
\end{align*}
$$

Since the span of the $k$ most controllable modes is the same as the span of the $k$ most observable modes,

$$
\begin{equation*}
\operatorname{span}\left\{u_{1}^{B}, \cdots u_{k}^{B}\right\}=\operatorname{span}\left\{u_{1}^{C}, \cdots u_{k}^{C}\right\} . \tag{5.32}
\end{equation*}
$$

Without loss of generality, assume $Z^{B}, Z^{C}$, exact Cholesky factors, and $Z_{J_{B}}^{B}, Z_{J_{C}}^{C}$, optimal rank $J_{B}$ and $J_{C}$ Cholesky factors, have the following form,

$$
\begin{align*}
Z^{B}=\left[u_{1}^{B}, \cdots, u_{n}^{B}\right]\left[\begin{array}{ccc}
\sigma_{1}^{B} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{n}^{B}
\end{array}\right], \quad Z_{J}^{B}=\left[u_{1}^{B}, \cdots, u_{J}^{B}\right]\left[\begin{array}{ccc}
\sigma_{1}^{B} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{J}^{B}
\end{array}\right]  \tag{5.33}\\
Z^{C}=\left[u_{1}^{C}, \cdots, u_{n}^{C}\right]\left[\begin{array}{ccc}
\sigma_{1}^{C} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{n}^{C}
\end{array}\right], \quad Z_{J}^{C}=\left[u_{1}^{C}, \cdots, u_{J}^{C}\right]\left[\begin{array}{ccc}
\sigma_{1}^{C} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{J}^{C}
\end{array}\right] . \tag{5.34}
\end{align*}
$$

Otherwise, they differ from the above forms only by right multiplication by orthogonal matrices, which will cancel out when defining projection matrices in (4.4) and (4.5).

Because of (5.32),

$$
\begin{align*}
Z_{C}^{T} Z_{B} & =\left[\begin{array}{ccc}
\sigma_{1}^{C} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{n}^{C}
\end{array}\right]\left[\begin{array}{c}
\left(u_{1}^{C}\right)^{T} \\
\vdots \\
\left(u_{n}^{C}\right)^{T}
\end{array}\right]\left[u_{1}^{B}, \cdots, u_{n}^{B}\right]\left[\begin{array}{ccc}
\sigma_{1}^{B} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{n}^{B}
\end{array}\right]  \tag{5.35}\\
& =\left[\begin{array}{cc}
\Sigma_{k}^{C} & 0 \\
0 & \Sigma_{n-k}^{C}
\end{array}\right]\left[\begin{array}{cc}
\left(U_{k}^{C}\right)^{T} U_{k}^{B} & 0 \\
0 & \left(U_{n-k}^{C}\right)^{T} U_{n-k}^{B}
\end{array}\right]\left[\begin{array}{cc}
\Sigma_{k}^{B} & 0 \\
0 & \Sigma_{n-k}^{B}
\end{array}\right]  \tag{5.36}\\
& :=\left[\begin{array}{cc}
W_{k} & 0 \\
0 & W_{n-k}
\end{array}\right] \tag{5.37}
\end{align*}
$$

is $(k, n-k)$ block diagonal. The matrices $\left(U_{k}^{C}\right)^{T} U_{k}^{B} \in \mathbb{R}^{k \times k},\left(U_{n-k}^{C}\right)^{T} U_{n-k}^{B} \in \mathbb{R}^{n-k \times n-k}$ are both orthogonal. Let $W_{k}=U_{k} \Sigma_{k} V_{k}^{T}$, and $W_{n-k}=U_{n-k} \Sigma_{n-k} V_{n-k}^{T}$, be singular value decompositions, then

$$
Z_{C}^{T} Z_{B}=\left[\begin{array}{cc}
U_{k} & 0  \tag{5.38}\\
0 & U_{n-k}
\end{array}\right]\left[\begin{array}{cc}
\Sigma_{k} & 0 \\
0 & \Sigma_{n-k}
\end{array}\right]\left[\begin{array}{cc}
V_{k}^{T} & 0 \\
0 & V_{n-k}^{T}
\end{array}\right]
$$

is a SVD of $Z_{C}^{T} Z_{B}$, and $\sigma_{1} \geq \cdots \geq \sigma_{k} \geq \sigma_{k}^{B} \sigma_{k}^{C}>\sigma_{k+1}^{B} \sigma_{k+1}^{C} \geq \sigma_{k+1} \geq \cdots \geq \sigma_{n}$.
Therefore, $\left[u_{1}^{R}, \cdots, u_{k}^{R}\right]$ in (4.4) has zeros in the last $n-k$ rows,

$$
\left[u_{1}^{R}, \cdots, u_{k}^{R}\right]=\left[\begin{array}{c}
V_{k}  \tag{5.39}\\
0
\end{array}\right]
$$

and the right projection space for TBR is,

$$
\operatorname{colsp}\left(\left(S^{B}\right)^{t b r}\right)=\operatorname{colsp}\left(Z^{B}\left[\begin{array}{c}
V_{k}  \tag{5.40}\\
0
\end{array}\right]\right)=\operatorname{colsp}\left(Z^{B}(:, 1: k)\right)=\operatorname{span}\left\{u_{1}^{B}, \cdots, u_{k}^{B}\right\} .
$$

Similarly, $\left[u_{1}^{L}, \cdots, u_{k}^{L}\right]$ in (4.5) has zeros in the last $n-k$ rows,

$$
\left[u_{1}^{L}, \cdots, u_{k}^{L}\right]=\left[\begin{array}{c}
U_{k}  \tag{5.41}\\
0
\end{array}\right],
$$

and the left projection space for TBR is,

$$
\operatorname{colsp}\left(\left(S^{C}\right)^{t b r}\right)=\operatorname{colsp}\left(Z^{C}\left[\begin{array}{c}
U_{k}  \tag{5.42}\\
0
\end{array}\right]\right)=\operatorname{colsp}\left(Z^{C}(:, 1: k)\right)=\operatorname{span}\left\{u_{1}^{C}, \cdots, u_{k}^{C}\right\} .
$$

The same argument, replacing $Z^{B}, Z^{C}$ by $Z_{J_{B}}^{B}, Z_{J_{C}}^{C}$, and $n$ by $\max \left(J_{B}, J_{C}\right)$, gives the right and left projection spaces for the Low Rank Square Root method as,

$$
\begin{equation*}
\operatorname{colsp}\left(\left(S^{B}\right)^{l r s q r t}\right)=\operatorname{colsp}\left(Z_{J_{B}}^{B}(:, 1: k)\right)=\operatorname{span}\left\{u_{1}^{B}, \cdots, u_{k}^{B}\right\} \tag{5.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{colsp}\left(\left(S^{C}\right)^{l r s q r t}\right)=\operatorname{colsp}\left(Z_{J_{C}}^{C}(:, 1: k)\right)=\operatorname{span}\left\{u_{1}^{C}, \cdots, u_{k}^{C}\right\} \tag{5.44}
\end{equation*}
$$

Thus, TBR and the Low Rank Square Root method have the same projection spaces.
From (5.26),

$$
\begin{align*}
\operatorname{colsp}\left(U_{m}^{c t o b}\right) & =\operatorname{qr}\left(\left[u_{1}^{B}, \cdots, u_{k}^{B}, u_{1}^{C}, \cdots, u_{k}^{C}\right]\right)  \tag{5.45}\\
& =\operatorname{span}\left\{u_{1}^{B}, \cdots, u_{k}^{B}\right\}=\operatorname{span}\left\{u_{1}^{C}, \cdots, u_{k}^{C}\right\} \tag{5.46}
\end{align*}
$$

and $m=k$. Thus, TBR and the Dominant Gramian Eigenspace method have the same projection spaces.

Therefore, all three methods produce equivalent reduced systems.

## 5.5 u erical results

This section gives numerical results for algorithms 5 and 6 for non-symmetric systems, when optimal low rank Cholesky factors are used.

Figures 5-2 and 5-3 show an example of a non-symmetric system which resulted from the discretization of the transmission line shown in figure 5-1. The non-symmetric system matrix $A$ is $256 \times 256$, and the system is single-input single-output.


Figure 5-1: Transmission line.
Figure 5-2 shows the absolute value of the frequency responses, $|G(j w)|$, of the original
system and various reduced systems.
In figure 5-2(a), an order 10 reduced model obtained via the Dominant Gramian Eigenspaces method, 'Ct5 U Ob5', is compared to the order 10 reduced model from TBR, 'TBR-10'. The abbreviation 'Ct5 U Ob5' means that the column span of the union of the 5 most controllable modes and the 5 most observable modes is used as the projection space. In this case, the projection space has dimension 10. Optimal rank 5 Cholesky factors of $P$ and $Q$ are needed to produce the reduced model. It can be seen that the frequency response of reduced model from the Dominant Gramian Eigenspaces method is almost indistinguishable from the frequency response of the order 10 TBR reduced model.

In figure $5-2(\mathrm{~b})$, order 10 and order 20 models obtained from the Low Rank Square Root method are shown as 'LR-sqrt-10', and 'LR-sqrt-20'. The order 10 model is obtained by balancing optimal rank 10 Cholesky factors of $P$ and $Q$, the order 20 model by balancing optimal rank 20 Cholesky factors. The order 10 model from Low Rank Square Root is not a good approximation. Its system matrix also has many unstable eigenvalues. 'LR-sqrt-20' is a better approximation, with similar accuracy as 'Ct 5 U Ob5'. However, 'Ct 5 U Ob5' needs only two rank 5 Cholesky factors, whereas 'LR-sqrt-20' needs two rank 20 Cholesky factors.

Figure 5-2(c) compares 'Ct 5 U Ob5' with projection by either the column span of the 10 most controllable modes, 'Ct-10', or by the column span of the 10 most observable modes, 'Ob-10'. Both 'Ct-10' and 'Ob-10' only need one rank 10 Cholesky factor. Neither 'Ct-10' nor 'Ob-10' comes close to capturing the frequency response behavior of the original system as well as using the union of 5 and 5 .

Figures 5-3 shows that the dominant controllable and dominant observable modes are 'far' from each other. Figure 5-3(a) plots the projection of the observable modes onto the 10 most controllable modes, $\left\|\left(u_{j}^{o b}\right)^{T}\left[u_{1}^{c t}, \cdots, u_{10}^{c t}\right]\right\|_{2}$. All are unit vectors. It can be seen that the 20 most observable modes have very little component in the span of the 10 most controllable modes, less than 0.01 . Figure $5-3(\mathrm{~b})$ shows a similar situation with the projection of the controllable modes onto the 10 most observable modes.

When the dominant controllable modes and the dominant observable modes are nearly orthogonal, and when the remaining eigenspace of either $P$ or $Q$ is not small, the Low Rank Square Root method does not produce good results. In that case, it is better to use the Dominant Gramian Eigenspaces method.


Figure 5-2: Low Rank Square Root and Dominant Gramian Eigenspaces methods


Figure 5-3: Mutual projection of dominant controllable and dominant observable modes
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This chapter contains a main theoretical result of this dissertation, given as theorem 2, which characterizes the different manifestations of the range of the solution to

$$
\begin{equation*}
A X+X A^{T}=-B B^{T} \tag{6.1}
\end{equation*}
$$

as order $n$ Krylov and rational Krylov subspaces with different starting vectors.
Proposition 9. Let $X$ be the solution to (6.1), then

$$
\begin{equation*}
\operatorname{Range}(X)=\operatorname{span}\left\{B, A B, \cdots, A^{n-1} B\right\}=\mathcal{K}_{n}(A, B) \tag{6.2}
\end{equation*}
$$

Proof. See [50].
The definition of a rational Krylov subspace is given below.
Definition 9. An order $m$ rational Krylov subspace $\mathcal{K}_{m}^{\text {rat }}\left(A, z_{1}, \mathbf{p}_{\mathbf{m}-\mathbf{1}}\right)$, $A \in \mathbb{R}^{n \times n}, z_{1} \in \mathbb{R}^{n}$, $\mathbf{p}_{\mathbf{m}-\mathbf{1}}=\left\{p_{1}, \cdots, p_{m-1}\right\}, p_{i} \in \mathbb{R}$, is the subspace,
$\mathcal{K}_{m}\left(A, z_{1}, \mathbf{p}_{\mathbf{m}-\mathbf{1}}\right):=\operatorname{span}\left\{z_{1},\left(A+p_{1} I\right)^{-1} z_{1},\left(A+p_{2} I\right)^{-1}\left(A+p_{1} I\right)^{-1} z_{1}, \cdots, \prod_{i=1}^{m-1}\left(A+p_{i}\right)^{-1} z_{1}\right\}$.

Note that $\operatorname{dim}\left(\mathcal{K}_{m}^{r a t}\left(A, z_{1}, \mathbf{p}_{\mathbf{m}-\mathbf{1}}\right) \leq m\right.$.
A main result of this dissertation is theorem 2, which shows the equivalence of an infinite number of order $n$ Krylov and rational Krylov subspaces based on $A$ and $B$.

Theorem 2. Let $A$ be invertible, $B \in \mathbb{R}^{n}$, and define the subspace $\mathcal{L}(A, B, \mathbf{p})$, $\mathbf{p}=\left\{\cdots, p_{-2}, p_{-1}, p_{0}, p_{1}, p_{2} \cdots\right\}, p_{i} \in \mathbb{R}$, as

$$
\begin{align*}
& \mathcal{L}(A, B, \mathbf{p}) \\
& :=\operatorname{span} \cdots, \quad{ }_{i=-j}^{-1}\left(A+p_{i} I\right)^{-1} B, \quad \cdots, \quad\left(A+p_{-2} I\right)^{-1}\left(A+p_{-1} I\right)^{-1} B,  \tag{6.4}\\
& \left(A+p_{-1} I\right)^{-1} B, \quad B, \quad\left(A+p_{0} I\right) B, \\
& \left(A+p_{1} I\right)\left(A+p_{0} I\right)^{-1} B, \quad \cdots, \quad\left(A+p_{i} I\right) B, \quad \cdots, \\
& i=1 \\
& =\operatorname{span}\left\{\cdots, v_{-j}(\mathbf{p}), \cdots, v_{-2}(\mathbf{p}), \quad v_{-1}(\mathbf{p}), \quad v_{0}(\mathbf{p}), \quad v_{1}(\mathbf{p}), \quad v_{2}(\mathbf{p}), \quad \cdots, v_{j}(\mathbf{p}), \cdots\right\}, \tag{6.5}
\end{align*}
$$

where

$$
\begin{equation*}
v_{0}(\mathbf{p})=B, \quad v_{j}(\mathbf{p})={ }_{i=0}^{j-1}\left(A+p_{i} I\right) B, j>0, \quad v_{j}(\mathbf{p}):={ }_{i=j}^{-1}\left(A+p_{i} I\right)^{-1} B, j<0 \tag{6.6}
\end{equation*}
$$

and where all matrix inverses in (6.4) are well-defined. Then $\forall s, \forall \mathbf{p}$, $\forall \mathbf{r}=\left\{\cdots, r_{-1}, r_{0}, r_{1}, \cdots\right\}, \forall \mathbf{q}=\left\{\cdots, q_{-1}, q_{0}, q_{1}, \cdots\right\}$,

$$
\begin{align*}
\mathcal{L}(A, B, \mathbf{p}) & =\operatorname{span}\left\{v_{s}(\mathbf{p}), \quad v_{s+1}(\mathbf{p}), \quad v_{s+2}(\mathbf{p}), \quad \cdots, v_{s+(n-1)}(\mathbf{p})\right\}  \tag{6.7}\\
& =\operatorname{span}\left\{B, A B, \quad \cdots, \quad A^{n-1} B\right\}  \tag{6.8}\\
& =\mathcal{L}\left(A, v_{s}(\mathbf{r}), \mathbf{q}\right) . \tag{6.9}
\end{align*}
$$

$\mathcal{L}(A, B):=\mathcal{L}(A, B, \mathbf{p})$ may be written without referring to the shifts.
The proof of theorem 2 needs the following lemmas. The dependence of the $v_{i}$ 's on $\mathbf{p}$ will be suppressed in the proofs unless needed.

Lemma 1. If $m>n$, then $\mathcal{K}_{m}(A, B)=\mathcal{K}_{n}(A, B)$.
Proof. First, it is shown that if $m>n$, then $A^{m-1} B \in \mathcal{K}_{m-1}(A, B)$. If $m>n$, there exist coefficients, $c_{0}, \cdots, c_{m-1}$, not all zero, such that

$$
\begin{equation*}
c_{0} B+c_{1} A B+\cdots+c_{m-2} A^{m-2} B+c_{m-1} A^{m-1} B=0 \tag{6.10}
\end{equation*}
$$

Choose $0 \leq j \leq m-1$ such that $c_{j} \neq 0$, and $c_{i}=0, \forall i>j$, then

$$
\begin{equation*}
c_{0} A^{m-1-j} B+\cdots+c_{j} A^{m-1-j} A^{j} B=0, \Longrightarrow c_{j} A^{m-1} B=-c_{0} A^{m-1-j} B+\cdots+c_{j-1} A^{m-2} B \tag{6.11}
\end{equation*}
$$

Hence, $A^{m-1} B \in \mathcal{K}_{m-1}(A, B)$. Therefore, if $m>n, K_{m}(A, B)=K_{m-1}(A, B)$, and finally, $\mathcal{K}_{m}(A, B)=\mathcal{K}_{m-1}(A, B)=\cdots=\mathcal{K}_{n+1}(A, B)=\mathcal{K}_{n}(A, B)$ 。

The order $n$ Krylov subspace is also referred to simply as the Krylov subspace, $\mathcal{K}_{n}(A, B):=$ $\mathcal{K}(A, B)$, without the subscript.

Lemma 2. With the $v_{i}$ 's defined as (6.4),

$$
\begin{equation*}
v_{l} \in \operatorname{span}\left\{v_{s}, \quad v_{s+1}, \quad v_{s+2}, \quad \cdots, v_{s+(n-1)}\right\} \tag{6.12}
\end{equation*}
$$

whenever $l>s+(n-1)$.
Proof. From (6.4), it can be seen that,

$$
\begin{equation*}
v_{i}=\left(A+p_{i-1} I\right) v_{i-1}, \quad \forall i, \quad \Longrightarrow v_{i} \in \operatorname{span}\left\{v_{i-1}, A v_{i-1}\right\} \tag{6.13}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
\operatorname{span}\left\{v_{s}, \quad v_{s+1}, \quad v_{s+2}, \quad \cdots, v_{l}\right\}=\operatorname{span}\left\{v_{s}, A v_{s}, \cdots, A^{l-s} v_{s}\right\}=\mathcal{K}_{l-s+1}\left(A, v_{s}\right) \tag{6.14}
\end{equation*}
$$

From lemma 1,

$$
\begin{align*}
\operatorname{span}\left\{v_{s}, \quad v_{s+1}, \quad v_{s+2}, \quad \cdots, v_{l}\right\} & =\mathcal{K}_{l-s+1}\left(A, v_{s}\right) \\
& =\mathcal{K}_{n}\left(A, v_{s}\right)=\operatorname{span}\left\{v_{s}, \quad v_{s+1}, \quad v_{s+2}, \quad \cdots, v_{s+(n-1)}\right\} \tag{6.15}
\end{align*}
$$

The result follows.
Lemma 3. With the $v_{i}$ 's defined as (6.4),

$$
\begin{equation*}
v_{l} \in \operatorname{span}\left\{v_{s}, v_{s+1}, v_{s+2}, \cdots, v_{s+(n-1)}\right\} \tag{6.16}
\end{equation*}
$$

whenever $l<s$.
Proof. First show that the lemma is true for $l=s-1$. Equivalently, because of (6.14), show that

$$
\begin{equation*}
\left(A+p_{s-1} I\right)^{-1} v_{s} \in \operatorname{span}\left\{v_{s}, A v_{s}, \cdots, A^{n-1} v_{s}\right\} \tag{6.17}
\end{equation*}
$$

Shifts can be added in the right hand side of (6.17),

$$
\begin{equation*}
\operatorname{span}\left\{v_{s}, A v_{s}, \cdots, A^{n-1} v_{s}\right\}=\operatorname{span}\left\{v_{s},\left(A+p_{s-1} I\right) v_{s}, \cdots,\left(A+p_{s-1} I\right)^{n-1} v_{s}\right\} \tag{6.18}
\end{equation*}
$$

without affecting its column span. Because $\left\{v_{s-1}, v_{s}, \cdots, v_{s+(n-1)}\right\}$ are $n+1$ vectors in $\mathbb{R}^{n}$, there exist coefficients, $c_{0}, \cdots, c_{n}$, not all zero, such that,

$$
\begin{equation*}
c_{0} v_{s}+c_{1}\left(A+p_{s-1} I\right) v_{s}+\cdots+c_{n-1}\left(A+p_{s-1} I\right)^{n-1} v_{s}+c_{n}\left(A+p_{s-1} I\right)^{-1} v_{s}=0 \tag{6.19}
\end{equation*}
$$

If $c_{n} \neq 0,(6.17)$ is proven.
Otherwise, choose $0 \leq j<n$ such that $c_{j} \neq 0$, and $c_{i}=0, \forall i<j$. Then multiply (6.19) by $\left(A+p_{s-1} I\right)^{-(j+1)}$, to obtain

$$
\begin{align*}
& c_{j}\left(A+p_{s-1} I\right)^{-1} v_{s}+c_{j+1} v_{s}+\cdots+c_{n-1}\left(A+p_{s-1} I\right)^{n-2-j} v_{s}=0  \tag{6.20}\\
& \Longrightarrow c_{j}\left(A+p_{s-1} I\right)^{-1} v_{s}=-c_{j+1} v_{s}-\cdots-c_{n-1}\left(A+p_{s-1} I\right)^{n-2-j} v_{s} .
\end{align*}
$$

Thus, (6.17) is proven, and (6.16) holds for $l=s-1$. If $l<s-1$,

$$
\begin{align*}
v_{l} & \in \operatorname{span}\left\{v_{l+1}, v_{l+2}, \cdots, v_{l+n}\right\}  \tag{6.21}\\
& \subseteq \operatorname{span}\left\{v_{l+2}, \cdots, v_{l+n+1}\right\}  \tag{6.22}\\
& \vdots  \tag{6.23}\\
& \subseteq \operatorname{span}\left\{v_{s}, \cdots, v_{s+n-1}\right\} . \tag{6.24}
\end{align*}
$$

Line (6.22) follows because each vector $v_{l+1}, \cdots, v_{l+n}$ is in $\operatorname{span}\left\{v_{l+2}, \cdots, v_{l+n+1}\right\}$.
Proof of theorem 2. Lemmas 2 and 3 show that

$$
\begin{equation*}
\mathcal{L}(A, B, \mathbf{p})=\operatorname{span}\left\{v_{s}(\mathbf{p}), \quad v_{s+1}(\mathbf{p}), \quad v_{s+2}(\mathbf{p}), \quad \cdots, v_{s+(n-1)}(\mathbf{p})\right\} \tag{6.25}
\end{equation*}
$$

holds for all $s$ and for all $\mathbf{p}$. (6.8) follows from

$$
\begin{equation*}
\operatorname{span}\left\{v_{0}(\mathbf{p}), v_{1}(\mathbf{p}), \cdots, v_{n-1}(\mathbf{p})\right\}=\operatorname{span}\left\{B, A B, \cdots, A^{n-1} B\right\} \tag{6.26}
\end{equation*}
$$

with the choice of $s=0$, and $\mathbf{p} \equiv 0$. (6.9) follows from

$$
\begin{align*}
\mathcal{L}(A, B, \mathbf{p}) & =\mathcal{L}(A, B, \mathbf{r})  \tag{6.27}\\
& =\operatorname{span}\left\{v_{s}(\mathbf{r}), v_{s+1}(\mathbf{r}), \cdots, v_{s+(n-1)}(\mathbf{r})\right\}  \tag{6.28}\\
& =\operatorname{span}\left\{v_{s}(\mathbf{r}), A v_{s}(\mathbf{r}), \cdots, A^{n-1} v_{s}(\mathbf{r})\right\}  \tag{6.29}\\
& =\mathcal{L}\left(A, v_{s}(\mathbf{r}), \mathbf{q}\right), \quad \forall \mathbf{p}, \quad \forall \mathbf{r}, \quad \forall \mathbf{q} \tag{6.30}
\end{align*}
$$

Corollary 1. With the same notation as in theorem 2,

$$
\begin{equation*}
\mathcal{L}\left(A, v_{s}(\mathbf{r}), \mathbf{q}\right)=\operatorname{range}(X), \quad \forall s, \quad \forall \mathbf{r}, \quad \forall \mathbf{q} \tag{6.31}
\end{equation*}
$$

where $X$ is the solution to (6.1).
Theorem 2 and corollary 1 can be taken to mean that to find the range of $X$, one can choose any starting vector $v_{s}$ of the form,

$$
\begin{equation*}
v_{s}(\mathbf{r}):=B, \quad \text { or } \quad v_{s}(\mathbf{r}):={ }_{i=1}^{j}\left(A+r_{i} I\right) B, \quad \text { or } \quad v_{s}(\mathbf{r}):={ }_{i=1}^{j}\left(A+r_{i} I\right)^{-1} B \tag{6.32}
\end{equation*}
$$

for any $r_{1}, \cdots, r_{j}$, and let the remaining basis vectors $\left\{v_{s}, v_{s+1}, \cdots, v_{s+n-1}\right\}$ satisfy

$$
\begin{equation*}
v_{i}=\left(A+q_{i-s} I\right) v_{i-1}, \quad i=s+1, \cdots, s+n-1 \tag{6.33}
\end{equation*}
$$

for any choice of $q_{1}, \cdots, q_{n-1}$.
To emphasize the choice of basis, the various manifestations of the space $\mathcal{L}(A, B, \mathbf{p})$ will be written as $\mathcal{L}_{n}\left(A, v_{s}(\mathbf{r}), \mathbf{q}_{\mathbf{n}-\mathbf{1}}\right)$, if its basis representation satisfies (6.33). The vector of shifts $\mathbf{q}_{\mathbf{n}-\mathbf{1}}=\left\{q_{1}, \cdots, q_{n-1}\right\}$ now has only $n-1$ numbers.

Since only $B$ and not any other $v_{s}$ is given, if the starting vector is $B, v_{s}=B$, or powers of shifts of $A$ multiplied by $B, v_{s}(\mathbf{r})=\prod_{i=1}^{j}\left(A+r_{i} I\right) B$, then (6.33) is an efficient way to compute the basis $\left\{v_{s}, \cdots, v_{s+n-1}\right\}$. If $v_{s}(\mathbf{r})=\prod_{i=1}^{j}\left(A+r_{i} I\right)^{-1} B$, and $j \geq n-1$, then it is more efficient to find the basis in reverse order, and choose $\mathbf{q}_{\mathbf{n}-\mathbf{1}}=\left\{r_{1}, \cdots, r_{n-1}\right\}$ so the shifts of $A$ cancel out. The final vector is

$$
\begin{equation*}
v_{s+n-1}={ }_{i=n}^{j}\left(A+r_{i} I\right)^{-1} B, \text { if } j>n-1, \quad \text { or } \quad v_{s+n-1}=B, \text { if } j=n-1 \tag{6.34}
\end{equation*}
$$

and the rest of the basis is calculated according to

$$
\begin{equation*}
v_{i-1}=\left(A+r_{i-s} I\right)^{-1} v_{i}, \quad i=s+n-1, \cdots, s+1 \tag{6.35}
\end{equation*}
$$

If $\left\{v_{s}, v_{s+1}, \cdots, v_{s+n-1}\right\}$ contains both vectors which are positive powers of shifts of $A$ multiplied by $B$, and vectors which are inverse powers of shifts of $A$ multiplied by $B$, the basis should be computed in two parts. One starts with $B$ and finds a subset of the basis by multiplication by shifts of $A$, and then finds the remaining basis vectors by multiplication by inverses of shifts of $A$.

If $\mathcal{L}_{n}\left(A, v_{s}(\mathbf{r}), \mathbf{q}_{\mathbf{n}-\mathbf{1}}\right)$ 's basis contains only vectors which are positive powers of shifts of $A$ multiplied by $B, \mathcal{L}_{n}\left(A, v_{s}(\mathbf{r}), \mathbf{q}_{\mathbf{n}-\mathbf{1}}\right)$ will be denoted $\mathcal{K}_{n}^{s h}\left(A, v_{s}(\mathbf{r}), \mathbf{q}_{\mathbf{n}-\mathbf{1}}\right)$, which is a Krylov subspace, but with $n-1$ shifts. If $\mathcal{L}_{n}\left(A, v_{s}(\mathbf{r}),\left\{r_{1}, \cdots, r_{n-1}\right\}\right)$ contains only vectors which are inverse powers of shifts of $A$ multiplied by $B$, then it is actually the rational Krylov subspace, $\mathcal{K}_{n}^{r a t}\left(A, v_{s}(\mathbf{p}), \mathbf{q}_{\mathbf{n}-\mathbf{1}}\right)$, where $\mathbf{q}_{\mathbf{n}-\mathbf{1}}=\left\{r_{n-1}, \cdots, r_{1}\right\}$, and $\mathbf{p}=\left\{r_{n} \cdots, r_{j}\right\}$

Quite simply, what $\mathcal{K}_{n}^{s h}\left(A, v_{s}(\mathbf{r}), \mathbf{q}_{\mathbf{n}-\mathbf{1}}\right)$ means is that the basis $\left\{w_{1}, \cdots, w_{n}\right\}$ is obtained in the following way,

$$
\begin{align*}
w_{1} & \left.:=v_{s}(\mathbf{r})\right)_{i=1}^{l}\left(A+r_{i} I\right) B, \quad l>0, \quad \text { or } \quad w_{1}:=B, \quad l=0  \tag{6.36}\\
w_{i} & =\left(A-q_{i-1} I\right) w_{i-1}, \quad i=2, \cdots, n . \tag{6.37}
\end{align*}
$$

Furthermore, $\mathcal{K}_{n}^{r a t}\left(A, v_{s}(\mathbf{p}), \mathbf{q}_{\mathbf{n}-\mathbf{1}}\right)$ means that the basis $\left\{w_{1}, \cdots, w_{n}\right\}$ is obtained thus,

$$
\begin{align*}
w_{1} & :=v_{s}(\mathbf{p})=_{i=1}^{l}\left(A+p_{i} I\right)^{-1} B, \quad l>0, \quad \text { or } \quad w_{1}:=B, \quad l=0  \tag{6.38}\\
w_{i} & =\left(A-q_{i-1} I\right)^{-1} w_{i-1}, \quad i=2, \cdots, n . \tag{6.39}
\end{align*}
$$

The following theorem gives a different characterization of $\mathcal{K}_{J}^{\text {rat }}\left(A,\left(A+p_{1} I\right)^{-1} B,\left\{p_{2}, \cdots, p_{J}\right\}\right)$ as the sum of $m$ Krylov subspaces, where $m$ is the number of distinct parameters in the list $\left\{p_{1}, \cdots, p_{n}\right\}$.

Theorem 3. Let $\mathcal{K}_{J}^{r a t}\left(A,\left(A+p_{1} I\right)^{-1} B,\left\{p_{2}, \cdots, p_{J}\right\}\right)$ be such that no $\left(A+p_{i} I\right)$ is singular, then

$$
\begin{align*}
& \mathcal{K}_{J}^{r a t}\left(A,\left(A+p_{1} I\right)^{-1} B,\left\{p_{2}, \cdots, p_{J}\right\}\right),  \tag{6.40}\\
= & \operatorname{span}\left(A-p_{1} I\right)^{-1} B, \cdots,{ }_{i=1}^{j}\left(A-p_{i} I\right)^{-1} B, \cdots,{ }_{i=1}^{J}\left(A-p_{i} I\right)^{-1} B, \\
= & { }_{m}^{m} \operatorname{span}\left\{\left(A-p_{i} I\right)^{-1} B, \cdots,\left(A-p_{i} I\right)^{-i_{s}} B\right\}  \tag{6.41}\\
= & { }_{m}^{m} \mathcal{K}_{i_{s}}\left(\left(A-p_{i} I\right),\left(A-p_{i} I\right)^{-1} B\right),
\end{align*}
$$

where $1_{s}+\cdots+m_{s}=n$, and each $p_{i}$ appears in $\left\{p_{1}, \cdots, p_{n}\right\}$ a total of $i_{s}$ times.
Proof. By partial fraction expansion.
Theorem 3 will be used in chapter 10 to prove moment matching results.

## r 7

## Eq i s

This chapter describes several existing methods for finding or approximating the solution to the Lyapunov equation,

$$
\begin{equation*}
A X+X A^{T}=-B B^{T}, \quad \lambda_{i}(A)<0, \forall i \tag{7.1}
\end{equation*}
$$

including the iterative Alternating Direction Implicit (ADI) method $[2,57]$ in some detail.

## 7.1 revious et os

The Bartels-Stewart method [1], the Hammarling method [23], and the Alternating Direction Implicit (ADI) method $[2,57,59]$ described in this chapter are appropriate for Lyapunov equations with a small, dense matrix $A$. They require matrix decompositions and have $O\left(n^{3}\right)$ complexity. Low rank approximations to the solution $X$ were formulated in [25, 27].

### 7.1.1 Bartels-Stewart method

A well-known, exact method to solve Lyapunov equations is the Bartels-Stewart method [1]. It first transforms $A$ to real Schur form, and then back solves for the solution of the transformed Lyapunov equation. The solution $X$ is then obtained by a congruence transformation. Reducing a general, possibly sparse matrix to real Schur form requires $O\left(n^{3}\right)$ work, as does the congruence transformation to produce $X$. The flop count for the Bartels-Steward method calculated in [36] is $15 n^{3}$.

### 7.1.2 Hammarling method

The Hammarling method [23] is another exact method which first transforms $A$ to Schur form. It calculates the Cholesky factor of the solution $X$ rather than $X$ itself. It also has $O\left(n^{3}\right)$ complexity.

### 7.1.3 Low rank methods

In $[25,27]$, low rank approximations to the solution to (7.1) were proposed of the form

$$
\begin{equation*}
X \approx V_{m} X_{m} V_{m}^{T} \tag{7.2}
\end{equation*}
$$

where the columns of $V_{m}$ form an orthonormal basis for the block Krylov subspace $\mathcal{K}_{m}(A, B)$,

$$
\begin{equation*}
\operatorname{colsp}\left(V_{m}\right)=\mathcal{K}_{m}(A, B)=\operatorname{colsp}\left[B, A B, A^{2} B, \cdots, A^{m-1} B\right] \tag{7.3}
\end{equation*}
$$

The columns of $V_{m}$ are obtained via the block Arnoldi process with $A$ and $B$. The matrix $X_{m} \in \mathbb{R}^{m p \times m p}$ is obtained by solving a smaller, order $m p$, matrix equation.

The residual of (7.1) is defined as

$$
\begin{equation*}
R_{m}\left(X_{m}\right):=A\left(V_{m} X_{m} V_{m}^{T}\right)+\left(V_{m} X_{m} V_{m}^{T}\right) A^{T}+B B^{T} . \tag{7.4}
\end{equation*}
$$

The smaller Lyapunov equation that needs to be solved to satisfy a Galerkin condition on the residual $R_{m}\left(X_{m}\right)$ was found in both [25] and [27]. In [27] the smaller matrix equation that needs to be solved to satisfy a minimum residual condition on the residual was also given.

The block Arnoldi algorithm [60] is given here as algorithm 7.
Algorithm 7 Block Arnoldi algorithm

1. $B=Q_{1} R_{1}$ (QR factorization), $p_{1}:=$ number of columns of $Q_{1}$.

FOR $i=1: m$
2a. $V_{i}=\left[Q_{1}, Q_{2}, \cdots, Q_{i}\right]$,
2b. Compute $\left[\begin{array}{c}A_{1 i} \\ A_{2 i} \\ \vdots \\ A_{i i}\end{array}\right]=V_{i}^{T} A Q_{i}$.
2c. $Q_{i+1} A_{i+1, i}=A Q_{i}-\sum_{k=1}^{i} Q_{k} A_{k i}$ (QR factorization), $p_{i+1}:=$ number of columns of $Q_{i+1}$. END

Let $A_{m \times m} \in \mathbb{R}^{m p \times m p}, V_{m} \in \mathbb{R}^{n \times m p}, B_{m} \in \mathbb{R}^{m p \times p}$ be the quantities obtained via algorithm 7 such that,

$$
\begin{align*}
B & =V_{m} B_{m},  \tag{7.5}\\
A V_{m} & =V_{m} A_{m \times m}+V_{m+1} A_{m+1, m} E_{m}^{T}  \tag{7.6}\\
A_{m \times m} & =V_{m}^{T} A V_{m} . \tag{7.7}
\end{align*}
$$

Here, $A_{m \times m}$ is a block upper-Hessenberg matrix, the columns of $V_{m}$ form an orthonormal
basis for $\mathcal{K}_{m}(A, B)$, and $E_{m}$ is the matrix formed by the last $p$ columns of the $m p \times m p$ identity matrix. If $\lambda_{i}\left(A_{m \times m}\right)+\bar{\lambda}_{j}\left(A_{m \times m}\right) \neq 0$ for all $i, j$, ensuring an unique solution to (7.9) exists, then

$$
\begin{equation*}
V_{m}^{T} R_{m}\left(X_{m}\right) V_{m}=0 \tag{7.8}
\end{equation*}
$$

if and only if $X_{m}$ satisfies

$$
\begin{equation*}
A_{m \times m} X_{m}+X_{m} A_{m \times m}^{T}+B_{m} B_{m}^{T}=0 . \tag{7.9}
\end{equation*}
$$

Equation (7.9) is the order $m p$ Lyapunov equation that needs to be solved to satisfy a Galerkin condition on $R_{m}\left(X_{m}\right)$ [25, 27].

On the other hand, the Frobenius norm of $R_{m}\left(X_{m}\right)$ is minimized if $X_{m}$ satisfies

$$
\begin{gather*}
A_{m \times m}^{T}\left(A_{m \times m} X_{m}+X_{m} A_{m \times m}^{T}+B_{m} B_{m}^{T}\right)+\left(A_{m \times m} X_{m}+X_{m} A_{m \times m}^{T}+B_{m} B_{m}^{T}\right) A_{m \times m} \\
+E_{m} A_{m+1, m}^{T} A_{m+1, m} E_{m}^{T} X_{m}+X_{m} E_{m} A_{m+1, m}^{T} A_{m+1, m} E_{m}^{T}=0 . \tag{7.10}
\end{gather*}
$$

Equation (7.10) is the order $m p$ linear matrix equation that needs to be solved to satisfy a minimal residual condition on $R_{m}\left(X_{m}\right)$ [27].

## 7.2 lternate irection I plicit Iteration

The Alternate Direction Implicit (ADI) method [2,57-59] is another iterative Lyapunov equation solver, and is given as algorithm 8. It produces the approximation $X_{J}^{\text {adi }}$ to the Lyapunov solution $X$ according to the two step iteration in (7.12-7.13). The parameters $\left\{p_{1}, p_{2}, p_{2}, \cdots\right\}, \operatorname{Re}\left\{p_{j}\right\}<0$, are called the ADI parameters.

```
Algorithm 8 Alternate Direction Implicit algorithm
```

INPUT: $A, B$.
00 . If $v \mapsto A v, v \in \mathbb{R}^{n}$, is not $O(n)$ work, tri-diagonalize $A$,
a. Find $\tilde{A}$ tri-diagonal, such that $\tilde{A}=T A T^{-1}$.
b. Set $\tilde{B}:=T B$.

Otherwise, set $\tilde{A}:=A, \tilde{B}:=B$.

0 . Choose ADI parameters, $\left\{p_{1}, \cdots, p_{J_{\max }}\right\}$, $\operatorname{Re}\left\{p_{i}\right\}<0$, (real or complex conjugate pairs), according to section 7.2 .2 and references, using spectral bounds on $\tilde{A}$.

1. Initial guess,

$$
\begin{equation*}
\tilde{X}_{0}=0_{n \times n} \tag{7.11}
\end{equation*}
$$

FOR $j=1,2, \cdots, J$
2. Do

$$
\begin{align*}
\left(\tilde{A}+p_{j} I\right) \tilde{X}_{j-\frac{1}{2}} & =-B B^{T}-\tilde{X}_{j-1}\left(\tilde{A}^{T}-p_{j} I\right)  \tag{7.12}\\
\left(\tilde{A}+p_{j} I\right) \tilde{X}_{j} & =-B B^{T}-\tilde{X}_{j-\frac{1}{2}}^{T}\left(\tilde{A}^{T}-p_{j} I\right) \tag{7.13}
\end{align*}
$$

END
3. If $A$ was tri-diagonalized, recover solution,

$$
\begin{equation*}
X_{J}^{a d i}:=T^{-1} \tilde{X}_{J} T^{-T} \tag{7.14}
\end{equation*}
$$

Otherwise, $X_{J}^{a d i}=\tilde{X}_{J}$.

OUTPUT: $X_{J}^{a d i} \in \mathbb{R}^{n \times n}, X_{J}^{a d i} \approx X$.

Remark 1. In step 0 , the spectral bounds required in section 7.2.2 are easy to find if $\tilde{A}$ is tri-diagonal.

To keep the final ADI approximation $X_{J_{\text {final }}}^{a d i}$ real, it is assumed that in the parameter list $\left\{p_{1}, p_{2}, \cdots, p_{J_{\text {final }}}\right\}$, each parameter is either real or comes as a part of a complex conjugate pair. Because $\tilde{A}$ is stable, since $A$ is stable, and $\operatorname{Re}\left\{p_{j}\right\}<0$ for all $j,\left(\tilde{A}+p_{j} I\right)$ is non-singular and solutions to (7.12-7.13) exist for all $j$. The intermediate matrix $\tilde{X}_{j-\frac{1}{2}}$ in (7.12-7.13) may not be symmetric, but $\tilde{X}_{j-1}$ and $\tilde{X}_{j}$ are symmetric.

There are two matrix-matrix products and two matrix-matrix solves at each ADI step (7.12-7.13). The matrix $\tilde{X}_{j-1}$ and $B B^{T}$ are symmetric and in general full. The first matrix-
matrix product in (7.12) is the multiplication of $\left(\tilde{A}-p_{j} I\right)$ by the full matrix $\tilde{X}_{j-1}$, the result of which is then transposed. The first matrix-matrix solve is $\left(\tilde{A}+p_{j} I\right) \tilde{X}_{j-\frac{1}{2}}=-B B^{T}-$ $\tilde{X}_{j-1}\left(\tilde{A}^{T}-p_{j} I\right)$, with the full matrix $-B B^{T}-\tilde{X}_{j-1}\left(\tilde{A}^{T}-p_{j} I\right)$ as the right hand side. The solution $\tilde{X}_{j-\frac{1}{2}}$ is also a matrix. This matrix-matrix solve can be done by solving $n$ linear systems with the matrix $\left(\tilde{A}+p_{j} I\right)$ and the columns of $-B B^{T}-\tilde{X}_{j-1}\left(\tilde{A}^{T}-p_{j} I\right)$ as $n$ different right hand sides.

Thus, in each ADI step (7.12-7.13), $\left(\tilde{A}-p_{j} I\right)$ is multiplied by two full matrices, and $2 n$ linear systems are solved with the matrix $\left(\tilde{A}+p_{j} I\right)$.

A general matrix $A$ must be first reduced to a sparse form before proceeding with (7.127.13), to avoid full matrix-matrix products and full matrix-matrix solves, which would require $O\left(n^{3}\right)$ work per iteration $[36,58]$. If $v \mapsto \tilde{A} v, v \in \mathbb{R}^{n}$, requires $O(n)$ work, then the two matrix-matrix products in (7.12-7.13) can be done in $O\left(n^{2}\right)$ work. The two matrix-matrix solves in (7.12-7.13) can also be done in $O\left(n^{2}\right)$ work, either under the assumption that $\tilde{A}$ is narrowly banded so that banded LU factorization can be used, or under the assumption that the solves are done iteratively using only multiplication by $\tilde{A}$, for example, via a Krylov subspace method, and that convergence is fast, which will result in an approximate solution of $\tilde{A} x=b, x, b \in \mathbb{R}^{n}$ in $O(n)$ work. In either case, solving with $2 n$ right hand sides puts the total work for doing two matrix-matrix solves at $O\left(n^{2}\right)$.

Reducing a full matrix $A$ to tri-diagonal form via a similarity transformation as a preprocessing step ensures that $v \mapsto \tilde{A} v, v \in \mathbb{R}^{n}$, has $O(n)$ complexity, and that solving $\tilde{A} x=$ $b, x, b \in \mathbb{R}^{n}$, has $O(n)$ complexity. The final approximation $X_{J}^{\text {adi }}$ is recovered via (7.14).

The flop count for ADI calculated in [36] is

$$
\begin{equation*}
\frac{19}{3} n^{3}+12 J n^{2} \tag{7.15}
\end{equation*}
$$

where $J$ is the total number of ADI iterations. The $O\left(n^{3}\right)$ term comes from the tridiagonalization of a general matrix $A$, and the transformation in (7.14) to obtain the final ADI approximation. If $A$ is already sparse or structured so that the action of $A$ on a vector is $O(n)$ work, there is no need to reduce $A$ to tri-diagonal form. The ADI step (7.12-7.13) can be performed with the original matrix $A$. In either case, the $O\left(J n^{2}\right)$ term in (7.15) comes from $J$ iterations of (7.12-7.13) with the sparse matrix $\tilde{A}$. The ADI method is competitive with the Bartels-Stewart and Hammarling methods which are also $O\left(n^{3}\right)$ methods.

If the original matrix $A$ is sparse, then ADI has an advantage over the exact methods, because it then does not need to reduce $A$ to any special form, and its work requirement becomes $O\left(J n^{2}\right)$. It is shown in later sections and chapters that frequently $J \ll n$, for a variety of reasons. On the other hand, the Bartels-Stewart and Hammarling methods still need to reduce a sparse $A$ to Schur form, and so still require $O\left(n^{3}\right)$ work to obtain the solution.

### 7.2.1 ADI error bound

To obtain an error bound on the ADI approximation, it is convenient to consider (7.1) and (7.11-7.13) as order $n^{2}$ linear systems.

The Kronecker product of two matrices, $F \in \mathbb{R}^{m_{1} \times n_{1}}$ and $G \in \mathbb{R}^{m_{2} \times n_{2}}$, is defined as

$$
\begin{align*}
& E=F \otimes G:=\left[\begin{array}{cccc}
f_{11} G & f_{12} G & \cdots & f_{1 n_{1}} G \\
f_{21} G & f_{22} G & \cdots & f_{2 n_{1}} G \\
\vdots & \vdots & \ddots & \vdots \\
f_{m_{1} 1} G & f_{m_{1} 2} G & \cdots & f_{m_{1} n_{1}} G
\end{array}\right]  \tag{7.16}\\
& E \in \mathbb{R}^{\left(m_{1} n_{1}\right) \times\left(m_{2} n_{2}\right)} . \tag{7.17}
\end{align*}
$$

The 'vec' operation on a matrix $X \in \mathbb{R}^{m \times n}$ is defined as

$$
\operatorname{vec}(X)=\left[\begin{array}{c}
X(:, 1)  \tag{7.18}\\
\vdots \\
X(:, n)
\end{array}\right] \in \mathbb{R}^{(m n) \times 1}
$$

Clearly,

$$
\begin{equation*}
Y=G X F^{T} \Longleftrightarrow \operatorname{vec}(Y)=(F \otimes G) \operatorname{vec}(X) \tag{7.19}
\end{equation*}
$$

It is possible to consider (7.1) as an order $n^{2}$ linear system,

$$
\begin{align*}
A X+X A^{T} & =-B B^{T}  \tag{7.20}\\
\Rightarrow\left(I_{n} \otimes A\right) \operatorname{vec}(X)+\left(A \otimes I_{n}\right) \operatorname{vec}(X) & =\operatorname{vec}\left(-B B^{T}\right)  \tag{7.21}\\
\Rightarrow\left(I_{n} \otimes A+A \otimes I_{n}\right) \operatorname{vec}(X) & =\operatorname{vec}\left(-B B^{T}\right) \tag{7.22}
\end{align*}
$$

and define $H \in \mathbb{R}^{n^{2} \times n^{2}}, V \in \mathbb{R}^{n^{2} \times n^{2}}, u \in \mathbb{R}^{n^{2}}, b \in \mathbb{R}^{n^{2}}$, as

$$
\begin{align*}
H & :=\left(I_{n} \otimes A\right), \quad V:=\left(A \otimes I_{n}\right)  \tag{7.23}\\
u & :=\operatorname{vec}(X), \quad b:=\operatorname{vec}\left(-B B^{T}\right) . \tag{7.24}
\end{align*}
$$

Then (7.1) can be written as the order $n^{2}$ linear system,

$$
\begin{equation*}
(H+V) u=b \tag{7.25}
\end{equation*}
$$

Similarly, without loss of generality, assume $A$ is not pre-processed, $A=\tilde{A}$, then (7.11-
7.13) become

$$
\begin{align*}
u_{0} & =0_{n^{2}},  \tag{7.26}\\
\left(H+p_{j} I_{n^{2}}\right) u_{j-\frac{1}{2}} & =\left(p_{j} I_{n^{2}}-V\right) u_{j-1}+b,  \tag{7.27}\\
\left(V+p_{j} I_{n^{2}}\right) u_{j} & =\left(p_{j} I_{n^{2}}-H\right) u_{j-\frac{1}{2}}+b, \tag{7.28}
\end{align*}
$$

where (7.28) uses the fact that $X_{j}$ is a symmetric matrix for all $j$. Hence,

$$
\begin{align*}
u_{j}= & \left(V+p_{j} I_{n^{2}}\right)^{-1}\left(p_{j} I_{n^{2}}-H\right)\left(\left(H+p_{j} I_{n^{2}}\right)^{-1}\left(p_{j} I_{n^{2}}-V\right) u_{j-1}+\left(H+p_{j} I_{n^{2}}\right)^{-1} b\right) \\
& +\left(V+p_{j} I_{n^{2}}\right)^{-1} b . \tag{7.29}
\end{align*}
$$

Define $e_{j}:=u_{j}-u$, then (7.25) and (7.29) imply,

$$
\begin{equation*}
e_{j}=R_{j} e_{j-1} \tag{7.30}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{j}=\left(V+p_{j} I_{n^{2}}\right)^{-1}\left(H-p_{j} I_{n^{2}}\right)\left(H+p_{j} I_{n^{2}}\right)^{-1}\left(V-p_{j} I_{n^{2}}\right) \tag{7.31}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
e_{J}={ }_{j=1}^{J} R_{j} \quad e_{0} . \tag{7.32}
\end{equation*}
$$

It can be seen that $H$ and $V$ commute,

$$
\begin{equation*}
H V=\left(I_{n} \otimes A\right)\left(A \otimes I_{n}\right)=(A \otimes A)=\left(A \otimes I_{n}\right)\left(I_{n} \otimes A\right)=V H \tag{7.33}
\end{equation*}
$$

thus,

$$
\begin{equation*}
{ }_{j=1}^{J} R_{j}={ }_{j=1}^{J}\left(V+p_{j} I_{n^{2}}\right)^{-1}\left(V-p_{j} I_{n^{2}}\right) \quad{ }_{j=1}^{J}\left(H-p_{j} I_{n^{2}}\right)\left(H+p_{j} I_{n^{2}}\right)^{-1} \tag{7.34}
\end{equation*}
$$

A bound for the second part of (7.34) is

$$
\begin{equation*}
\left\|\left\|_{j=1}^{J}\left(H-p_{j} I_{n^{2}}\right)\left(H+p_{j} j I_{n^{2}}\right)^{-1}\right\|_{2} \leq\right\| G\left\|_{2}\right\| G^{-1} \|_{2} \max _{x \in \operatorname{spec}(H)}\left|{ }_{j=1}^{J} \frac{\left(p_{j}-x\right)}{\left(p_{j}+x\right)}\right|, \tag{7.35}
\end{equation*}
$$

where $G$ is a matrix of eigenvectors of $H$ and $\operatorname{spec}(H)$ the set of $H$ 's eigenvalues,

$$
\begin{equation*}
H=G D G^{-1}, \quad D=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{n^{2}}\right), \quad \operatorname{spec}(H)=\left\{\lambda_{i} \mid i=1, \cdots, n^{2}\right\} \tag{7.36}
\end{equation*}
$$

Since $H=I_{n} \otimes A, G:=I_{n} \otimes T$ is a matrix of $H$ 's eigenvectors, provided $T$ is a matrix of $A$ 's eigenvectors. Also, $\|G\|_{2}=\left\|I_{n} \otimes T\right\|_{2}=\|T\|_{2}$, and $\operatorname{spec}(H)=\operatorname{spec}\left(I_{n} \otimes A\right)=\operatorname{spec}(A)$. A similar argument can be made for the expression in (7.34) containing $V$.

The error expression in (7.32) can now be written in terms of the qualities from the original Lyapunov equation (7.1),

$$
\begin{align*}
\left\|u_{J}-u\right\|_{2} & \leq\|T\|_{2}^{2}\left\|T^{-1}\right\|_{2}^{2} k(\mathbf{p})^{2}\left\|u_{0}-u\right\|_{2} \\
k(\mathbf{p}) & =\max _{x \in \operatorname{spec}(A)} \left\lvert\, \begin{array}{l}
J=1 \\
J \\
\left(p_{j}-x\right) \\
\left(p_{j}+x\right)
\end{array} .\right. \tag{7.37}
\end{align*}
$$

If $u=\operatorname{vec}(X)$, the 2 -norm of $u$ is the Frobenius norm of X . The final form for the ADI error bound is

$$
\begin{align*}
\left\|X_{J}-X\right\|_{F} & \leq\|T\|_{2}^{2}\left\|T^{-1}\right\|_{2}^{2} k(\mathbf{p})^{2}\left\|X_{0}-X\right\|_{F}, \\
k(\mathbf{p}) & \left.=\max _{x \in \operatorname{spec}(A)}| |_{j=1}^{J} \frac{\left(p_{j}-x\right)}{\left(p_{j}+x\right)} \right\rvert\,, \tag{7.38}
\end{align*}
$$

where $T$ is a matrix of $A$ 's eigenvectors, and $\mathbf{p}=\left\{p_{1}, p_{2}, \cdots, p_{J}\right\}$ are the ADI parameters.

### 7.2.2 ADI parameter selection

Optimal ADI parameters $\mathbf{p}=\left\{p_{1}, p_{2}, \cdots, p_{J}\right\}$ are the solution of the discrete rational minmax problem [58],

$$
\begin{equation*}
\min _{p_{1}, p_{2}, \cdots, p_{J}} \max _{\lambda \in \operatorname{spec}(A)}\left|{ }_{j=1}^{J} \frac{\left(p_{j}-\lambda\right)}{\left(p_{j}+\lambda\right)}\right|, \tag{7.39}
\end{equation*}
$$

and are a function of $J$.
However, since $A$ 's entire spectrum may not be easily available, the following continuous problem is usually posed instead,

$$
\begin{equation*}
\left.\min _{p_{1}, p_{2}, \cdots, p_{J}} \max _{x \in \mathcal{R}}| |_{j=1}^{J} \frac{\left(p_{j}-x\right)}{\left(p_{j}+x\right)} \right\rvert\,, \tag{7.40}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{1}(A), \cdots, \lambda_{n}(A) \in \mathcal{R} \tag{7.41}
\end{equation*}
$$

The parameters $\left\{p_{1}, \cdots, p_{J}\right\}$ will be referred to as optimal if they solve (7.40). They do not need to be the solution to the discrete problem (7.39). The problem of finding optimal and
near-optimal parameters was investigated in several papers [10, 26, 51, 52, 55].
For example, if $A$ 's eigenvalues are strictly real and contained in the interval $[-b,-a]$,

$$
\begin{equation*}
-b \leq \lambda_{1}(A), \cdots, \lambda_{n}(A) \leq-a<0 \tag{7.42}
\end{equation*}
$$

then the ADI parameters are chosen to be the solution of

$$
\begin{equation*}
\left.\min _{p_{1}, p_{2}, \cdots, p_{J}} \max _{x \in[-b,-a]}| |_{j=1}^{J} \frac{\left(p_{j}-x\right)}{\left(p_{j}+x\right)} \right\rvert\, . \tag{7.43}
\end{equation*}
$$

The solution to (7.43) is known [58] and is given below.
The solution to (7.40) is not known when $\mathcal{R}$ is an arbitrary region in the open left half plane. In [55, 58], 'approximately optimal' parameters were reported. [52] gave 'asymptotically optimal' parameters.

The following parameter selection procedure comes from [58].
Define the spectral bounds $a, b$, and $\alpha$ for the matrix $A$ as,

$$
\begin{equation*}
\left.\left.a=\min _{i}(\operatorname{Re}\{\lambda) i\}\right), \quad b=\max _{i}(\operatorname{Re}\{\lambda) i\}\right), \quad \alpha=\tan ^{-1} \max _{i}\left|\frac{\operatorname{Im}\left\{\lambda_{i}\right\}}{\operatorname{Re}\{\lambda) i\}}\right|, \tag{7.44}
\end{equation*}
$$

where $\lambda_{1}, \cdots, \lambda_{n}$ are the eigenvalues of $-A$. It is assumed that $-A$ 's spectrum lies entirely inside the 'elliptic function domain' determined by $a, b, \alpha$, as defined in [58]. If this assumption does not hold, one should try to apply a more general parameter selection algorithm.

Let

$$
\begin{align*}
\cos ^{2} \beta & =\frac{2}{1+\frac{1}{2}\left(\frac{a}{b}+\frac{b}{a}\right)}  \tag{7.45}\\
m & =\frac{2 \cos ^{2} \alpha}{\cos ^{2} \beta}-1 \tag{7.46}
\end{align*}
$$

If $m<1$, the parameters are complex, and are given in [10,58]. If $m \geq 1$, the parameters are real, and define

$$
\begin{align*}
k^{\prime} & =\frac{1}{m+\sqrt{m^{2}-1}}  \tag{7.47}\\
k & =\sqrt{1-k^{\prime 2}} \tag{7.48}
\end{align*}
$$

Note $k^{\prime}=\frac{a}{b}$ if the eigenvalues of $A$ are all real. Define elliptic integrals $K$ and $v$ as,

$$
\begin{align*}
F[\psi, k] & =\psi_{0}^{\psi} \frac{d x}{1-k^{2} \sin ^{2} x}  \tag{7.49}\\
K=K(k) & =F\left[\frac{\pi}{2}, k\right]  \tag{7.50}\\
v & =F\left[\sin ^{-1} \sqrt{\frac{a}{b k^{\prime}}}, k^{\prime}\right] . \tag{7.51}
\end{align*}
$$

The number of ADI iterations required to achieve $k(\mathbf{p})^{2} \leq \epsilon_{1}$ is

$$
\begin{equation*}
J=\left\lceil\frac{K}{2 v \pi} \log \frac{4}{\epsilon_{1}}\right\rceil \tag{7.52}
\end{equation*}
$$

and the ADI parameters are given by

$$
\begin{equation*}
p_{j}=-\sqrt{\frac{a b}{k^{\prime}}} d n\left[\frac{(2 j-1) K}{2 J}, k\right], \quad j=1,2, \cdots, J . \tag{7.53}
\end{equation*}
$$

It was noted in [36] that for most problems ADI usually converges in a few iterations with these parameters.

## r 8

## ls - r D

A major contribution of this dissertation is the development of the Cholesky Factor ADI (CF-ADI) algorithm [33], which is presented in this chapter. CF-ADI is well-suited to solve the Lyapunov equation

$$
\begin{equation*}
A X+X A^{T}=-B B^{T}, \quad B \in \mathbb{R}^{n \times p}, \quad \operatorname{rank}(B)=p \ll n, \tag{8.1}
\end{equation*}
$$

whose right hand side has low rank. The matrix $A$ is assumed to be stable. The right hand side $-B B^{T}$ has low rank compared to the size of $A$. For simplicity, it is assumed that $B$ has full column rank. Otherwise, it is a simple matter to replace $B$ by $\tilde{B}$, where $\tilde{B}$ has full column rank, and $\tilde{B} \tilde{B}^{T}=B B^{T}$.

Lyapunov equations of the form (8.1) occur frequently in the analysis of large, linear, time-invariant systems whose system matrix is stable, and where the number of inputs and the number of outputs are much smaller than the system size.

For the low rank right hand side problem (8.1), CF-ADI produces the same approximation as the ADI method described in chapter 7, but is much more efficient because it iterates on the Cholesky factor of the ADI approximation rather than the approximation itself.

## 8.1 erivation

This section derives the CF-ADI method from the ADI method. For simplicity, all quantities in algorithm 8 with tildes will be written in this chapter without the tildes.

The complexity of the ADI method is given in (7.15). Frequently, the system matrix $A$ of a large, linear, time-invariant system is sparse, so that the action of $A$ on a vector requires only $O(n)$ work. In this case the reduction of $A$ to tri-diagonal form in step 0 of algorithm 8 is not necessary. Because $X_{j-1}$ and $X_{j-\frac{1}{2}}$ in (7.12-7.13) are in general full, and the work of multiplying a sparse matrix by a full matrix, as well as doing a sparse matrix solve with a full matrix as the right hand side, require $O\left(n^{2}\right)$ work, the complexity of ADI is $O\left(J n^{2}\right)$
if $A$ is sparse, where $J$ is the total number of ADI iterations. Unfortunately, $O\left(J n^{2}\right)$ is still unacceptably high for many applications, where $n$ can be on the order of 100,000 .

The fact that there are two matrix-matrix products and two matrix-matrix solves in (7.12-7.13) is of concern. The need for matrix-matrix operations rather than simply matrixvector operations at each ADI step makes algorithm 8 extremely expensive. It is clear that a more efficient way to represent the full matrix $X_{j}$ is needed.

The first step in developing CF-ADI is to combine (7.12) and (7.13) and obtain

$$
\begin{align*}
X_{j} & =-2 p_{j}\left(A+p_{j} I\right)^{-1} B B^{T}\left(A+p_{j} I\right)^{-T} \\
& +\left(A+p_{j} I\right)^{-1}\left(A-p_{j} I\right) X_{j-1}\left(A-p_{j} I\right)^{T}\left(A+p_{j} I\right)^{-T} \tag{8.2}
\end{align*}
$$

From (8.2) and the fact that $X_{0}=0_{n \times n}$, it can be seen that $X_{j}$ is symmetric for all $j \in \mathbb{Z}$, and the rank of $X_{j}$ is at most the sum of the rank of $X_{j-1}$ and the rank of $B$. Since iteration begins with the zero matrix initial guess, $X_{j}$ will have rank at most $j p$, where $p$ is the number of columns in $B$. Therefore, $X_{j}$ can be represented as an outer product,

$$
\begin{equation*}
X_{j}=Z_{j} Z_{j}^{T} \tag{8.3}
\end{equation*}
$$

where $Z_{j}$ has $j p$ columns.
Definition 10. A matrix $Z$ is called $a$ Cholesky factor of $X \in \mathbb{R}^{n \times n}$ if it satisfies,

$$
\begin{equation*}
X=Z Z^{T} \tag{8.4}
\end{equation*}
$$

The matrix $Z$ does not have to be a square matrix nor have lower triangular structure. Thus, in (8.3) $Z_{j} \in \mathbb{R}^{n \times j p}$ is a Cholesky factor of $X_{j} \in \mathbb{R}^{n \times n}$.

Replacing $X_{j}$ by $Z_{j} Z_{j}{ }^{T}$ in (7.11-7.13) results in

$$
\begin{align*}
Z_{0} & =0_{n \times p},  \tag{8.5}\\
Z_{j} Z_{j}^{T} & =-2 p_{j}\left\{\left(A+p_{j} I\right)^{-1} B\right\}\left\{\left(A+p_{j} I\right)^{-1} B\right\}^{T}  \tag{8.6}\\
& +\left\{\left(A+p_{j} I\right)^{-1}\left(A-p_{j} I\right) Z_{j-1}\right\}\left\{\left(A+p_{j} I\right)^{-1}\left(A-p_{j} I\right) Z_{j-1}\right\}^{T} .
\end{align*}
$$

The left hand side of (8.6) is an outer product, and the right hand side is the sum of two outer products. Thus, $Z_{j}$ on the left hand side of (8.6) can be obtained simply by combining the two factors in the two outer products on the right,

$$
\begin{equation*}
Z_{j}=\left[\overline{-2 p_{j}}\left\{\left(A+p_{j} I\right)^{-1} B\right\},\left\{\left(A+p_{j} I\right)^{-1}\left(A-p_{j} I\right) Z_{j-1}\right\}\right] . \tag{8.7}
\end{equation*}
$$

Thus, the ADI algorithm can be reformulated in terms of the Cholesky factor $Z_{j}$ of $X_{j}$. There is no need to calculate or store $X_{j}$ at each iteration, only $Z_{j}$ is needed.

The preliminary form of Cholesky Factor ADI which iterates on the Cholesky factor $Z_{j}$
of $X_{j}$ is

$$
\begin{align*}
& Z_{1}=\overline{-2 p_{1}}\left(A+p_{1} I\right)^{-1} B, \quad Z_{1} \in R^{n \times p}  \tag{8.8}\\
& Z_{j}=\left[\overline{-2 p_{j}}\left(A+p_{j} I\right)^{-1} B,\left(A+p_{j} I\right)^{-1}\left(A-p_{j} I\right) Z_{j-1}\right], \quad Z_{j} \in R^{n \times j p} . \tag{8.9}
\end{align*}
$$

In this formulation, at each iteration, the previous Cholesky factor $Z_{j-1} \in \mathbb{R}^{n \times(j-1) p}$ needs to be modified by multiplication on the left by $\left(A+p_{j} I\right)^{-1}\left(A-p_{j} I\right)$. Thus, the number of columns which need to be modified at each iteration increases by $p$.

The implementation in (8.8-8.9) was independently developed in [44].
Here, a further step is taken to keep the number of columns modified at each iteration constant.

## 8.2 ational rylov su space for ulation

The $J p$ columns of $Z_{J}$, the Cholesky factor of the $J$ th ADI approximation, can be written out explicitly,

$$
\begin{align*}
Z_{J}=\left[\begin{array}{llll}
S_{J} & \overline{-2 p_{J}} B, & S_{J}\left(T_{J} S_{J-1}\right) & \overline{-2 p_{J-1}} B, \\
S_{J} T_{J} S_{J-1}\left(T_{J-1} S_{J-2}\right) & \overline{-2 p_{J-2}} B \\
& \cdots, S_{J} T_{J} \cdots S_{2}\left(T_{2} S_{1}\right) & \overline{-2 p_{1}} B
\end{array}\right]
\end{align*}
$$

where

$$
\begin{equation*}
S_{i}=\left(A+p_{i} I\right)^{-1}, \quad T_{i}=\left(A-p_{i} I\right) \tag{8.11}
\end{equation*}
$$

Note that the $S_{i}$ 's and the $T_{i}$ 's commute,

$$
\begin{equation*}
S_{i} S_{j}=S_{j} S_{i}, \quad T_{i} T_{j}=T_{j} T_{i}, \quad S_{i} T_{j}=T_{j} S_{i}, \quad \forall i, j \tag{8.12}
\end{equation*}
$$

The Cholesky factor $Z_{J}$ then becomes

$$
Z_{J}=\left[\begin{array}{llll}
z_{J}, & P_{J-1}\left(z_{J}\right), \quad P_{J-2}\left(P_{J-1} z_{J}\right), \quad \cdots, P_{1}\left(P_{2} \cdots P_{J-1} z_{J}\right) \tag{8.13}
\end{array}\right]
$$

where

$$
\begin{align*}
z_{J}:=\left(\overline{-2 p_{J}}\right) S_{J} B & =\overline{-2 p_{J}}\left(A+p_{J} I\right)^{-1} B,  \tag{8.14}\\
P_{l}:=\left(\frac{\sqrt{-2 p_{l}}}{\sqrt{-2 p_{l+1}}}\right) S_{l} T_{l+1} & =\frac{\sqrt{-2 p_{l}}}{\sqrt{-2 p_{l+1}}}\left(A+p_{l} I\right)^{-1}\left(A-p_{l+1} I\right),  \tag{8.15}\\
& =\left(\frac{\sqrt{-2 p_{l}}}{\sqrt{-2 p_{l+1}}}\right)\left[I-\left(p_{l+1}+p_{l}\right)\left(A+p_{l} I\right)^{-1}\right] . \tag{8.16}
\end{align*}
$$

It can be seen that if $B$ only has one column, the columns of $Z_{J}$ span the order $J$ rational Krylov subspace $\mathcal{K}\left(A, z_{J},\left\{p_{J-1}, \cdots, p_{1}\right\}\right)$, with starting vector $z_{J}=\sqrt{-2 p_{J}}\left(A+p_{J} I\right)^{-1} B$ and the shifts $\left\{p_{J-1}, \cdots, p_{1}\right\}$.

Since there is no significance to the order in which the ADI parameters appear, the index $1, \cdots, J$ in (8.13) can be reversed, to obtain

$$
Z_{J}=\left[\begin{array}{llll}
z_{1}, & P_{1} z_{1}, & P_{2} P_{1} z_{1}, \quad \cdots, P_{J-1} P_{J-2} \cdots P_{1} z_{1} \tag{8.17}
\end{array}\right]
$$

where

$$
\begin{align*}
z_{1} & =\left(\overline{-2 p_{1}}\right)\left(A+p_{1} I\right)^{-1} B  \tag{8.18}\\
P_{l} & =\left(\frac{\sqrt{-2 p_{l+l}}}{\sqrt{-2 p_{l}}}\right)\left[I-\left(p_{l+1}+p_{l}\right)\left(A+p_{l+1} I\right)^{-1}\right] \tag{8.19}
\end{align*}
$$

The CF-ADI algorithm which comprises of (8.17-8.19) is given as algorithm 9.
It will be justified in section 8.5 that there is no need to tri-diagonalize $A$ as a preprocessing step, even if $A$ is a full matrix. As in the ADI method, it is assumed that each parameter in the parameter list $\left\{p_{1}, p_{2}, \cdots, p_{J}\right\}$ is either real or comes as a part of a complex conjugate pair, to ensure that the final approximation $X_{J}=Z_{J} Z_{J}^{T}$ is real. Again, because $A$ is stable, and $\operatorname{Re}\left\{p_{j}\right\}<0$ for all $j,\left(A+p_{j} I\right)$ is non-singular for all $j$.

Algorithm 9 The Cholesky Factor ADI Algorithm.
INPUT: $A, B$.
0 . Choose ADI parameters, $\left\{p_{1}, \cdots, p_{J_{\max }}\right\}$, $\operatorname{Re}\left\{p_{i}\right\}<0$, (real or complex conjugate pairs). Define: $P_{i}=\frac{\sqrt{-2 p_{i+1}}}{\sqrt{-2 p_{i}}}\left[I-\left(p_{i+1}+p_{i}\right)\left(A+p_{i+1} I\right)^{-1}\right]$.
1a.

$$
\begin{equation*}
z_{1}=\left(\overline{-2 p_{1}}\right)\left(A+p_{1} I\right)^{-1} B \tag{8.20}
\end{equation*}
$$

1 b .

$$
Z_{1}^{c f a d i}=\left[z_{1}\right]
$$

FOR $j=2,3, \cdots, J_{\text {max }}$
2a.

$$
\begin{equation*}
z_{j}=P_{j-1} z_{j-1} \tag{8.21}
\end{equation*}
$$

2b. If $\left(\left\|z_{j}\right\|_{2}>t o l_{1}\right.$ or $\left.\frac{\left\|z_{j}\right\|_{2}}{\left\|Z_{j-1}\right\|_{2}}>t o l_{2}\right)$ and $\left(j \leq J_{\max }\right)$

$$
Z_{j}^{c f a d i}=\left[\begin{array}{ll}
Z_{j-1}^{c f a d i} & z_{j} \tag{8.22}
\end{array}\right] .
$$

Otherwise, $J=j-1$, stop.
END
OUTPUT: $Z_{J}^{\text {cfadi }} \in \mathbb{C}^{n \times J_{p}}, Z_{J}^{\text {cfadi }}\left(Z_{J}^{\text {cfadi }}\right)^{T} \in \mathbb{R}^{n \times n}, X_{J}^{c f a d i}:=Z_{J}^{c f a d i}\left(Z_{J}^{\text {cfadi }}\right)^{T} \approx X$.

Theorem 4. If $X_{J}^{a d i}$ is obtained by running $J$ steps of algorithm 8, with the ADI parameters $\left\{p_{1}, p_{2}, \cdots, p_{J}\right\}$, and $Z_{J}^{\text {cfadi }}$ is obtained by running $J$ steps of algorithm 9, with the same parameters, in any order, then

$$
\begin{equation*}
X_{J}^{\text {adi }}=Z_{J}^{c f a d i}\left(Z_{J}^{c f a d i}\right)^{T} . \tag{8.23}
\end{equation*}
$$

Proof. From the derivation of CF-ADI, it is clear that (8.23) is true when the order of the parameters is reversed. The fact that parameter order does not matter at all in either algorithm is shown by

$$
\begin{align*}
& X_{j}=\left(A+p_{j} I\right)^{-1}\left(A+p_{j-1} I\right)^{-1} \quad\left(A-p_{j} I\right)\left(A-p_{j-1} I\right) X_{j-2}\left(A-p_{j} I\right)^{T}\left(A-p_{j-1} I\right)^{T} \\
&-2\left(p_{j}+p_{j-1}\right)\left(A B B^{T} A^{T}+p_{j} p_{j-1} B B^{T}\right)\left(A+p_{j} I\right)^{-T}\left(A+p_{j-1} I\right)^{-T} \tag{8.24}
\end{align*}
$$

Clearly, this expression does not depend on the order of $p_{j}$ and $p_{j-1}$. Any ordering of $\left\{p_{1}, \cdots, p_{J}\right\}$ can be obtained by exchanging neighboring parameters.

As a matter of notation, define,

$$
\begin{equation*}
X_{J}^{c f a d i}:=Z_{J}^{c f a d i}\left(Z_{J}^{c f a d i}\right)^{T} \tag{8.25}
\end{equation*}
$$

Both $X_{J}^{c f a d i}$ and $Z_{J}^{c f a d i}$ will be referred to as the $J$ th CF-ADI approximation, which one is meant will be made clear in context. The full matrix $X_{J}^{\text {cfadi }}$ is usually not explicitly calculated. It will be used in subsequent sections for convergence analysis purposes only. The matrix $X_{J}^{a d i}$, produced by the ADI algorithm, will be referred to as the $J$ th ADI approximation.

### 8.3 Stopping criterion

The stopping criterion $\left\|X_{j}^{c f a d i}-X_{j-1}^{c f a d i}\right\|_{2} \leq t o l^{2}$ can be implemented as $\left\|z_{j}\right\|_{2} \leq t o l$, since

$$
\begin{equation*}
\left\|Z_{j} Z_{j}^{T}-Z_{j-1} Z_{j-1}^{T}\right\|_{2}=\left\|z_{j} z_{j}^{T}\right\|_{2}=\left\|z_{j}\right\|_{2}^{2} \tag{8.26}
\end{equation*}
$$

Relative error can also be used, in which case the stopping criterion is $\frac{\left\|z_{j}\right\|_{2}}{\left\|Z_{j-1}\right\|_{2}} \leq t o l$.

## 8.4 ara eter selection

The criterion for picking CF-ADI parameters, $\mathbf{p}=\left\{p_{1}, \cdots, p_{J_{\max }}\right\}$, is exactly the same as for ADI parameters, which is given as (7.40). Section 7.2 .2 gives a parameter selection procedure based on three spectral bounds of $A$,

$$
\begin{equation*}
a=\min _{i}\left(\operatorname{Re}\left(\lambda_{i}\right)\right), \quad b=\max _{i}\left(\operatorname{Re}\left(\lambda_{i}\right)\right), \quad \alpha=\tan ^{-1} \max _{i}\left|\frac{\operatorname{Im}\left(\lambda_{i}\right)}{\operatorname{Re}\left(\lambda_{i}\right)}\right|, \tag{8.27}
\end{equation*}
$$

where $\lambda_{1}, \cdots, \lambda_{n}$ are the eigenvalues of $-A$. These three bounds for the matrix $A$ may be estimated using the power and inverse power iterations, or Gershgorin's circles.

A numerical comparison of different choices of parameters in the model reduction context is given in section 10.2.

Power and inverse power iterations can be done at the cost of a few matrix-vector products and solves. The work to obtain the CF-ADI parameters, $W^{\text {param }}$, will be calculated in the next section.

### 8.5 CF- I algorit co plexity

The following definition is helpful when $B$ has more than one column.
Definition 11. A p-vector $v \in \mathbb{R}^{n \times p}$ is a matrix that has $p$ columns.

The final CF-ADI approximation $Z_{J}^{c f a d i}$ can be obtained from the starting $p$-vector $z_{1}$ and $J-1$ products of the form $P_{i} z_{i}$. The cost of applying $P_{i}$ to a vector is essentially that of a linear matrix-vector solve. The starting $p$-vector $z_{1}$ is obtained after $p$ matrix-vector solves with columns of $B \in \mathbb{R}^{n \times p}$ as the $p$ right-hand sides (8.20). Each succeeding $p$-vector in $Z_{J}^{c f a d i}$ is obtained from the previous $p$-vector at the cost of $p$ matrix-vector solves (8.21).

Thus, the work per iteration has been reduced from the two matrix-matrix products and two matrix-matrix solves in (7.11-7.12) of the original ADI method, to $p$ matrix-vector solves in (8.21). Figure 8-1 illustrates this savings.


Figure 8-1: Savings from CF-ADI

As will be shown in later chapters, the Cholesky factor of the Lyapunov solution is precisely what is needed in model reduction. In general, if $Z_{J}^{c f a d i}$ is available, it is not necessary to calculate $X_{J}^{c f a d i}=Z_{J}^{c f a d i}\left(Z_{J}^{c f a d i}\right)^{T}$. Whereas if $X_{J}^{\text {adi }}$ is available, it is often necessary to calculate its Cholesky factor in the subsequent model reduction procedure.

When comparing the complexities of the ADI algorithm and the CF-ADI algorithm, the work to generate $X_{J}^{a d i}$ after $J$ steps of the ADI algorithm is compared with the work to generate $Z_{J}^{\text {cfadi }}$ after $J$ steps of the CF-ADI algorithm.

Table 8.1 summarizes the work of various matrix operations, depending on the sparsity pattern of $A$, which will be assumed and used to calculate the complexities of both algorithms.

|  | $v \mapsto A v$ | $v \mapsto\left(A+p_{i} I\right)^{-1} v$ | $\operatorname{tri}-\operatorname{diag}(A)$ |
| :---: | :---: | :---: | :---: |
| Sparse | $O(n)$ | $O\left(J_{s} n\right)$ | $O\left(n^{3}\right)$ |
| Full | $O\left(n^{2}\right)$ | $O\left(J_{s} n^{2}\right)$ | $O\left(n^{3}\right)$ |
| Tri-diagonal | $O(n)$ | $O(n)$ |  |

Table 8.1: Work associated with matrix operations

The multiplication of a vector by a sparse matrix $A$ requires $O(n)$ work. Iterative linear solve with the matrix $A+p_{i} I$ is assumed to be $O\left(J_{s} n\right)$ work, from the work of $O\left(J_{s}\right)$ matrixvector products. This is true when an iterative Krylov-subspace such as GMRES is used to find $\left(A+p_{i} I\right)^{-1} v$. The number $J_{s}$ indicates the speed of convergence of the iterative method. If $A$ is full, and the same convergence speed is assumed, then calculating $\left(A+p_{i} I\right)^{-1} v$ is $O\left(J_{s} n^{2}\right)$. If $A$ is tri-diagonal, calculating $\left(A+p_{i} I\right)^{-1} v$ is $O(n)$ work.

Unlike the ADI method, it is not necessary to tri-diagonalize a full matrix as a preprocessing step in CF-ADI if $J, J_{s} \ll n$. Since CF-ADI performs only $p$ matrix-vector solves per iteration, and a matrix-vector solve requires $O\left(J_{s} n^{2}\right)$ work when $A$ is full, $J$ iterations of CF-ADI with a full matrix has $O\left(J p J_{s} n^{2}\right)$ cost. If $p, J, J_{s} \ll n, O\left(J p J_{s} n^{2}\right)$ cost is still better than the $O\left(n^{3}\right)$ cost of tri-diagonalization.

Exclusive of the work to obtain the ADI/CF-ADI parameters, $J$ iterations of the ADI algorithm has $O\left(n^{3}+4 J n^{2}\right)$ cost when $A$ is full and $O\left(J\left(2+2 J_{s}\right) n^{2}\right)$ cost when $A$ is sparse. In contrast, $J$ iterations of CF-ADI has $O\left(J p J_{s} n^{2}\right)$ cost when $A$ is full and $O\left(J p J_{s} n\right)$ cost when $A$ is sparse.

Since the work to calculate the ADI/CF-ADI parameters after the spectral bounds in (8.27) have been obtained is negligible, the work to generate ADI/CF-ADI parameters, $W^{\text {param }}$, consists entirely of the work to calculate the spectral bounds.

Suppose $J_{p}$ iterations of the power method and $J_{i p}$ iterations of the inverse power method are run to generate the bounds. If $A$ is sparse, $W^{\text {param }}=J_{p} n+J_{i p} J_{s} n$ for both ADI and CF-ADI. If $A$ is full, $W^{\text {param }}=J_{p} n^{2}+J_{i p} J_{s} n^{2}$ for CF-ADI. Since a full matrix $A$ is first transformed to a tri-diagonal matrix in ADI, the spectral bounds can be obtained from the tri-diagonal matrix, and $W^{\text {param }}=J_{p} n+J_{i p} n$ for the ADI algorithm.

The complexity comparison between ADI and CF-ADI is shown in table 8.2. The first term is the work to generate the parameters and the second term is running $J$ iterations in all entries except ADI/full $A$, where $O\left(n^{3}\right)$ is included for tri-diagonalization and the similarity transformation to obtain the final ADI solution.

|  | CF-ADI | ADI |
| :---: | :---: | :---: |
| Sparse (structured) $A$ | $O\left(\left(J_{p}+J_{i p} J_{s}\right) n\right)+O\left(p J J_{s} n\right)$ | $O\left(\left(J_{p}+J_{i p} J_{s}\right) n\right)+O\left(J\left(2+2 J_{s}\right) n^{2}\right)$ |
| Full $A$ | $O\left(\left(J_{p}+J_{i p} J_{s}\right) n^{2}+O\left(p J J_{s} n^{2}\right)\right.$ | $O\left(n^{3}\right)+O\left(J_{p} n+J_{i p} n\right)+O\left(4 J n^{2}\right)$ |

Table 8.2: ADI and CF-ADI complexity comparison, $J, J_{s}, J_{p}, J_{i p} \ll n$.

Table 8.3 gives the complexities as a function of $n, p$, and $J$ only.

|  | CF-ADI | ADI |
| :---: | :---: | :---: |
| Sparse (structured) $A$ | $O(J p n)$ | $O\left(J n^{2}\right)$ |
| Full $A$ | $O\left(J p n^{2}\right)$ | $O\left(n^{3}\right)+O\left(J n^{2}\right)$ |

Table 8.3: ADI and CF-ADI complexity comparison, function of $n, p, J$.

Since $p$, the number of inputs, is by assumption much smaller than $n$, CF-ADI always results in an order of magnitude savings when $A$ is sparse.

For many large system, $O(n)$ complexity is considered acceptable, and $O\left(n^{2}\right)$ is deemed too expensive. The work to run CF-ADI on a sparse matrix is $O(J p n)$. Since $p \ll n$, $J p n \ll n^{2}$ if and only if $J \ll n$. In other words, the total number of CF-ADI iterations
should be much smaller than the system size $n$, for CF-ADI to be practical on large problems. Thus, it is possible that algorithm 9 will terminate at a small $J$, before the error criterion is satisfied, to ensure that the work stays $O(n)$. Thus, $X_{J}^{c f a d i}:=Z_{J}^{c f a d i}\left(Z_{J}^{c f a d i}\right)^{T}$, under the assumption that $J \ll n$, is necessarily a low rank approximation to the exact solution $X$.

## 8.6 eal - I for co plex para eters

The CF-ADI method in algorithm 9 will result in a complex Cholesky factor $Z_{J}$ if there are complex ADI parameters, although $Z_{J} Z_{J}^{T}$ is guaranteed to be real if the CF-ADI parameters come in complex conjugate pairs.

A version of CF-ADI which only uses operations with real numbers is given as algorithm 10. It assumes that the CF-ADI parameters are either real or come in complex conjugate pairs, and that each complex conjugate pair is represented only once in the list $\left\{p_{1}, p_{2}, p_{3}, \cdots, p_{J}\right\}$. Thus, each complex number encountered in this list will result in $2 p$ additional columns, $p$ being the number of columns in $B$. The counter $k$ in algorithm 10 indicates that the number of columns in $Z_{i}$ is $k p$.

The matrices associated with a real parameter $p_{i}$

$$
\begin{equation*}
S_{i}:=\left(A+p_{i} I\right)^{-1}, \quad T_{i}:=\left(A-p_{i} I\right), \tag{8.28}
\end{equation*}
$$

are a rational function and a polynomial of degree one in $A$. The matrices associated with the complex parameters $p_{i}, \bar{p} i$,

$$
\begin{align*}
\sigma_{i} & =2 \operatorname{Re}\left\{-p_{i}\right\}, \quad \tau_{i}=\left|p_{i}\right|^{2}  \tag{8.29}\\
Q_{i} & \equiv\left(A^{2}-\sigma_{i} A+\tau_{i} I\right)^{-1}, \quad R_{i} \equiv\left(A^{2}+\sigma_{i} A+\tau_{i} I\right) \tag{8.30}
\end{align*}
$$

are a rational function and a polynomial of degree two in $A$.

## 8.7 u erical results

This section gives numerical results on the CF-ADI approximation to the solution of (8.1).
The example in figure $8-3$ comes from inductance extraction of an on-chip planar square spiral inductor suspended over a copper plane [30], shown in figure 8-2. The original order 500 system has been symmetrized according to (5.16-5.18). The matrix $A$ is a symmetric $500 \times 500$ matrix, and the input coefficient matrix $B \in \mathbb{R}^{n}$ has only one column.

Because $A$ is symmetric, the eigenvalues of $A$ are real and good CF-ADI parameters are easy to find. The procedure given in section 7.2 .2 was followed. CF-ADI was run to convergence in this example, which took 20 iterations.

Figure 8-3 shows the relative error in the 2-norm of the CF-ADI approximation, $\frac{\left\|X-X_{j}^{\text {cfadi }}\right\|_{2}}{\|X\|_{2}}$,


Figure 8-2: Spiral inductor, a symmetric system.
for $j=1, \cdots, 20$. At $j=20$, relative error has reached $10^{-8}$, which is about the same size as the error of the optimal rank 11 approximation. The error estimate $\left\|z_{j+1}^{c f a d i}\right\|_{2}^{2}$ approximates the actual error $\left\|X-X_{j}^{c f a d i}\right\|$ closely for all $j$.

## 8.8 rylov vectors reuse

If the CF-ADI parameters $\left\{p_{1}, \cdots, p_{J}\right\}$ are distinct, then a re-organization of algorithm 9 can result in significant savings in computational cost, when an iterative Krylov subspace method such as GMRES is used to solve the shifted linear system in (8.21).

This re-organization involves converting the shifted linear system solve in (8.21) with the right hand side $z_{j-1}$, to one with the right hand side $B$. Then each solve in (8.21) can reuse the Krylov subspace built up during the previous solve.

### 8.8.1 Shifted linear systems with the same HS

This section describes how the CF-ADI approximation $Z_{J}^{c f a d i}$ can be produced after $J$ linear systems solves with the right hand side $B$, if the CF -ADI parameters $\left\{p_{1}, \cdots, p_{J}\right\}$ are distinct.


Figure 8-3: $\mathrm{CF}-\mathrm{ADI}$ approximation.

The CF-ADI approximation $Z_{J}^{\text {cfadi }}$ can be written out explicitly,

$$
\begin{align*}
Z_{J}^{c f a d i}=[ & \\
& \frac{\overline{-2 p_{1}}\left(A+p_{1} I\right)^{-1} B,}{-2 p_{2}}\left[I-\left(p_{2}+p_{1}\right)\left(A+p_{2} I\right)^{-1}\right]\left(A+p_{1} I\right)^{-1} B \\
& \vdots  \tag{8.31}\\
& \frac{\square}{-2 p_{J}}\left[I-\left(p_{J}+p_{J-1}\right)\left(A+p_{J} I\right)^{-1}\right] \cdots \\
& \left.\cdots\left[I-\left(p_{2}+p_{1}\right)\left(A+p_{2} I\right)^{-1}\right]\left(A+p_{1} I\right)^{-1} B\right] .
\end{align*}
$$

By expanding $\quad{ }_{i=1}^{j}\left(A+p_{i} I\right)^{-1}$ into partial fractions,

$$
\begin{align*}
{ }_{i=1}^{j}\left(A+p_{i} I\right)^{-1} & ={\underset{i=1}{j}\left(\underset{k \neq i}{ }\left(\frac{1}{p_{k}-p_{i}}\right)\right)\left(A+p_{i} I\right)^{-1},}_{p_{1}} \neq p_{2} \neq \cdots, \neq p_{J}, \tag{8.32}
\end{align*}
$$

$Z_{J}^{c f a d i}$ becomes

$$
\begin{equation*}
Z_{J}^{c f a d i}=V_{J} M_{J \times J} D_{J \times J} \tag{8.34}
\end{equation*}
$$

where

$$
\begin{gather*}
V_{J}=\left[\left(A+p_{1} I\right)^{-1} B, \quad\left(A+p_{2} I\right)^{-1} B, \cdots,\left(A+p_{J} I\right)^{-1} B\right]  \tag{8.35}\\
M_{J \times J}=\left[\begin{array}{cccc}
m_{11} & m_{12} & \cdots & m_{1 J} \\
0 & m_{22} & \cdots & m_{2 J} \\
\vdots & & \ddots & \vdots \\
0 & 0 & \cdots & m_{J J}
\end{array}\right]  \tag{8.36}\\
m_{11}=1,  \tag{8.37}\\
m_{i i}=-_{i-1}^{{ }_{j=1}} m_{i-1, j}\left(\frac{p_{i-1}+p_{i}}{p_{j}-p_{i}}\right)  \tag{8.38}\\
m_{j, i}=m_{j, i-1}\left(\frac{p_{j}+p_{i-1}}{p_{j}-p_{i}}\right), \quad j \neq i \tag{8.39}
\end{gather*}
$$

and

$$
D_{J \times J}=\left[\begin{array}{cccc}
\sqrt{-2 p_{1}} & 0 & \cdots & 0  \tag{8.40}\\
0 & \sqrt{-2 p_{2}} & \cdots & 0 \\
\vdots & & \ddots & 0 \\
0 & 0 & \cdots & \sqrt{-2 p_{J}}
\end{array}\right]
$$

The matrices $M_{J \times J}$ and $D_{J \times J}$ are determined completely by the parameters $\left\{p_{1}, \cdots, p_{J}\right\}$ and cost very little to compute. Thus, the cost of calculating $Z_{J}^{c f a d i}$ via (8.34) comes almost entirely from the calculation of $V_{J}$.

It already follows from theorem 3 that $\operatorname{colsp}\left(Z_{J}^{c f a d i}\right)=\operatorname{colsp}\left(V_{J}\right)$, but (8.34) makes the relationship between $Z_{J}^{c f a d i}$ and $V_{J}$ precise.

### 8.8.2 Sharing of Krylov vectors

The columns of $V_{J}$ (8.35) can be obtained either exactly, using $J \mathrm{LU}$ factorizations, or approximately, using $J$ iterative linear system solves,

$$
\begin{gather*}
V_{J}=\left[v_{1}, v_{2}, \cdots, v_{J}\right]  \tag{8.41}\\
\left(A+p_{i} I\right) v_{i}=B, \quad i=1 \cdots J \tag{8.42}
\end{gather*}
$$

If an iterative Krylov subspace method such as GMRES is used, and if none of the solves in (8.42) is too difficult, the columns of $V_{J}$ can be obtained in a much more efficient way than doing $J$ separate solves. The solution of shifted systems is discussed in detail in [14].

For simplicity, assume $B$ has only one column, $B \in \mathbb{R}^{n}$. GMRES solves the system $A x=B$ by finding an approximate solution $x_{m}$ in the $m$-dim Krylov subspace,

$$
\begin{equation*}
x_{m} \in \mathcal{K}_{m}\left(A, r_{0}\right):=\operatorname{span}\left\{r_{0}, A r_{0}, \cdots, A^{m-1} r_{0}\right\} \tag{8.43}
\end{equation*}
$$

It chooses $r_{0}=B-A x_{0}$. The difficulty of solving a system in (8.42), in other words, the dimension of the Krylov subspace required to find a satisfactory solution, depends on the shift $p_{i}$.

If zero is used as the initial guess for all system solves in (8.42), the Krylov subspace associated with each system is the same, namely, $\mathcal{K}_{m}(A, B)$, since shifts of $A$ do not affect the Krylov subspace,

$$
\begin{align*}
\mathcal{K}_{m}\left(A+p_{i} I, B\right) & :=\operatorname{span}\left\{B,\left(A+p_{i} I\right) B, \cdots,\left(A+p_{i} I\right)^{m-1} B\right\}  \tag{8.44}\\
& =\operatorname{span}\left\{B, A B, \cdots, A^{m-1} B\right\}:=\mathcal{K}_{m}(A, B) . \tag{8.45}
\end{align*}
$$

Hence, one needs only one set of Krylov vectors for all solves in (8.42), which can be stored from solve to solve. When a more difficult shift is encountered, one simply adds to the list of stored Krylov vectors.

What is different for each solve in (8.42) is that the decomposition of a different Hessenberg matrix is needed. Let $\tilde{H}_{m}$ denote the Hessenberg matrix which comes from $m$ steps of the Arnoldi process with the matrix $A$, for the system $A x=B$, then $\tilde{H}_{m}+\begin{gathered}p_{i} I_{m \times m} \\ 0\end{gathered}$ is the Hessenberg matrix associated with the shifted system $\left(A+p_{i} I\right) x_{i}=B$. But if none of the systems in (8.42) is too difficult, in other words, if they all can be solved in the Krylov subspace whose dimension is small compared to the size of $A$, then the cost of decomposing small Hessenberg matrices will be low compared to the cost of generating Krylov vectors. In that case the cost of solving $J$ shifted systems is only marginally higher than the cost of solving the most difficult one.

Figure 8-4 shows the speed-up in the calculation of the CF-ADI approximation $Z_{J}^{\text {cfadi }}$ that comes from storing the Krylov vectors between solves. The matrix $A$ is $500 \times 500$ and its eigenvalues are well-distributed for fast GMRES convergence. The flops required to generate $Z_{J}^{c f a d i}$, as a function of $J$, are plotted. Doing $J$ solves separately and not storing the Krylov vectors is denoted by + , generating $V_{J}$ by storing Krylov vectors is represented as $\times$, the total cost of obtaining $Z_{J}^{c f a d i}$ from $V_{J}$, including the generation of the matrices $M_{J \times J}$ and $D_{J \times J}$ in (8.34), is shown as $\circ$.


CF-ADI approximation order

Figure 8-4: Cost of additional solves negligible.

Disregarding the jumps at $J=3$ and $J=9$ for the moment, it can be seen that when Krylov vectors are not stored, the cost of generating $Z_{J}^{\text {cfadi }}$ grows linearly with $J$, whereas if the Krylov vectors are stored, the cost of generating $Z_{J}^{c f a d i}$ increases very little as $J$ increases. The cost of generating $Z_{8}$ is only slightly higher than the cost of generating $Z_{3}$. The jump at $J=3$ occurred because $p_{3}$ is a more difficult shift, so the solution of $\left(A+p_{3} I\right) v_{i}=B$ required more Krylov vectors than the previous two solves. But after the extra Krylov vectors were generated, more solves after $J=3$ cost very little, until the next difficult shift at $J=9$.

Algorithm 10 Real version of CF-ADI: $Z_{J}^{c f a d i} \in \mathbb{R}^{n \times J_{p}}$.

- Define, $\sigma_{i}=2 \operatorname{Re}\left\{-p_{i}\right\}, \quad \tau_{i}=\left|p_{i}\right|^{2}$.
- if $p_{1}$ is real,

$$
\begin{aligned}
& v_{1}=S_{1} B=\left(A+p_{1} I\right)^{-1} B ; \\
& Z_{1}=\left[\overline{-2 p_{1}} v_{1}\right] ; \quad k=1
\end{aligned}
$$

- elseif $p_{1}$ is complex,

$$
\begin{aligned}
v_{1} & =Q_{1} B=\left(A^{2}-\sigma_{1} A+\tau_{1} I\right)^{-1} B ; \quad v_{2}=A v_{1} \\
Z_{1} & =\left[\sqrt{2 \sigma_{1}} \sqrt{\tau_{1}} v_{1}, \sqrt{2 \sigma_{1}} v_{2}\right] ; \quad k=2
\end{aligned}
$$

- for $i=2,3, \cdots, J$
- if $p_{i}$ is real,
* if $p_{i-1}$ is real,

$$
\begin{aligned}
v_{k+1} & =S_{i} T_{i-1} v_{k}=\left(I-\left(p_{i-1}+p_{i}\right)\left(A+p_{i} I\right)^{-1}\right) v_{k} \\
Z_{i} & =\left[Z_{i-1}, \quad \overline{\left.-2 p_{i} v_{k+1}\right] ; \quad k=k+1}\right.
\end{aligned}
$$

* elseif $p_{i-1}$ is complex,

$$
\begin{aligned}
v_{k+1} & =S_{i} R_{i-1} v_{k-1}=\left(A+\left(\sigma_{i-1}-p_{i}\right) I+\left(\tau_{i-1}-p_{i}\left(\sigma_{i-1}-p_{i}\right)\right)\left(A+p_{i} I\right)^{-1}\right) v_{k-1} \\
& =v_{k}+\left(\left(\sigma_{i-1}-p_{i}\right) I+\left(\tau_{i-1}-p_{i}\left(\sigma_{i-1}-p_{i}\right)\right)\left(A+p_{i} I\right)^{-1}\right) v_{k-1} \\
Z_{i} & =\left[Z_{i-1}, \quad \overline{-2 p_{i}} v_{k+1}\right] ; \quad k=k+1
\end{aligned}
$$

- elseif $p_{i}$ is complex,
* if $p_{i-1}$ is real,

$$
\begin{aligned}
v_{k+1} & =Q_{i} T_{i-1} v_{k}=\left(A^{2}-\sigma_{i} A+\tau_{i} I\right)^{-1}\left(A-p_{i-1}\right) v_{k} ; v_{k+2}=A v_{k+1} ; \\
Z_{i} & =\left[Z_{i-1}, \sqrt{2 \sigma_{i}} \sqrt{\tau_{i}} v_{k+1}, \sqrt{2 \sigma_{i}} v_{k+2}\right] ; \quad k=k+2
\end{aligned}
$$

* elseif $p_{i-1}$ is complex,

$$
\begin{aligned}
v_{k+1} & =Q_{i} R_{i-1} v_{k-1}=\left(I+\left(\left(\sigma_{i}+\sigma_{i-1}\right) A+\left(\tau_{i-1}-\tau_{i}\right) I\right)\left(A^{2}-\sigma_{i} A+\tau_{i} I\right)^{-1}\right) v_{k-1} \\
v_{k+2} & =A v_{k+1} ; \\
Z_{i} & =\left[Z_{i-1}, \sqrt{2 \sigma_{i}} \sqrt{\tau_{i}} v_{k+1}, \sqrt{2 \sigma_{i}} v_{k+2}\right] ; \quad k=k+2
\end{aligned}
$$

## r 9

$$
\begin{array}{lllll} 
& & \mathbf{r} & \mathbf{i} & \mathbf{i} \\
\mathbf{i} & \mathbf{i} & \mathrm{S} & &
\end{array}
$$

## 9.1 ow rank - I

The work required to run CF-ADI on a sparse matrix $A$ is $O(J p n)$, where $p$ is the number of columns in $B$, and $J$ is the number of CF-ADI iterations. For many large systems, $O(n)$ complexity is considered acceptable, and $O\left(n^{2}\right)$ is considered too expensive.

Since $p \ll n$, Jpn $\ll n^{2}$ if and only if $J \ll n$. Thus, the total number of CF-ADI iterations should be much smaller than the system size $n$, for CF-ADI to be practical on large problems. Therefore, it is possible that algorithm 9 will be terminated at a small $J$, before convergence, to ensure that the complexity of algorithm 9 stays $O(n)$. In that case, $X_{J}^{c f a d i}:=Z_{J}^{c f a d i}\left(Z_{J}^{c f a d i}\right)^{T}, J \ll n$, is necessarily a low rank approximation to the exact solution $X$.

Since CF-ADI necessarily provides only a low rank approximation to the solution to (8.1), this section justifies the usefulness of a low rank approximation to the exact solution. The first part explains why a low rank matrix can often be a very good approximation to the exact solution to (8.1). The second part deals with the case when the exact solution cannot be well approximated by a low rank matrix, in which case CF-ADI provides a good approximation to an optimal low rank Cholesky factor, which is needed in the low rank model reduction methods proposed in chapter 5.

The effectiveness of the CF-ADI algorithm in each case is illustrated by numerical examples.

### 9.2 Exact solution close to low rank

In [36] it was noted that ADI converges in a few iterations for many problems if good parameters are chosen, which means that the exact solution in those cases is close to low
rank, since it can be well approximated by a low rank matrix.
The justification of why the solution to (8.1) is often close to low rank was given in [42] for symmetric $A$.

Proposition 10. Let $A \in \mathbb{R}^{n \times n}$ be a stable, symmetric matrix with $\kappa=\kappa(A)=\frac{\lambda_{n}(A)}{\lambda_{1}(A)}$, $\lambda_{n}(A) \leq \lambda_{1}(A)<0, B \in \mathbb{R}^{n \times p}$ a nonzero matrix, and $\lambda_{i}(X), i=1, \cdots, n$, the non-increasing ordered eigenvalues of $X$, then

$$
\begin{equation*}
\frac{\lambda_{p k+1}(X)}{\lambda_{1}(X)} \leq{ }_{j=0}^{k-1}{\frac{\kappa^{\frac{2 j+1}{2 k}}-1}{\kappa^{\frac{2 j+1}{2 k}}+1}}^{2} \tag{9.1}
\end{equation*}
$$

for $1 \leq p k<n$ [42].

A smaller $\kappa$ value indicates faster decay. Figure 9-1, also taken from [42], illustrates the decay bound (9.1). The right hand side of (9.1) is smaller than 0.01 at $k=20$, for all $\kappa$ values ranging from 10 to $10^{5}$.


Figure 9-1: Eigenvalue decay bound, symmetric case

Thus, if $\kappa$ is reasonably small, the exact solution to (8.1) when $A$ is symmetric is a matrix which has very fast eigenvalue decay. Most of the solution's eigenvalues are negligible compared to the few largest ones. In other words, $X$, which is symmetric, has an eigenvalue (singular value) decomposition,

$$
X=\left[u_{1}, \cdots, u_{n}\right]\left[\begin{array}{ccc}
\sigma_{1} & \cdots & 0  \tag{9.2}\\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{n}
\end{array}\right]\left[u_{1}, \cdots, u_{n}\right]^{T}
$$

where $\sigma_{1} \geq \cdots \geq \sigma_{J}>\sigma_{J+1} \geq \cdots \geq \sigma_{n} \geq 0, \sigma_{1} \gg \sigma_{J+1}, J \ll n$. Therefore,

$$
\begin{align*}
X & =X_{J}^{\text {large }}+X_{n-J}^{\text {small }},  \tag{9.3}\\
X_{J}^{\text {large }} & :=\left[u_{1}, \cdots, u_{J}\right]\left[\begin{array}{ccc}
\sigma_{1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{J}
\end{array}\right]\left[u_{1}, \cdots, v_{J}\right]^{T},  \tag{9.4}\\
X_{n-J}^{\text {small }} & :=\left[u_{J+1}, \cdots, u_{n}\right]\left[\begin{array}{ccc}
\sigma_{J+1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{n-J}
\end{array}\right]\left[u_{J+1}, \cdots, u_{n}\right]^{T}, \tag{9.5}
\end{align*}
$$

where $\left\|X_{J}^{\text {large }}\right\|_{2} \gg\left\|X_{n-J}^{\text {small }}\right\|_{2}$. Hence, the exact solution $X$ is close to low rank, in the following sense,

$$
\begin{equation*}
\left\|X-X_{J}^{\text {large }}\right\|_{2}=\sigma_{J+1} \ll \sigma_{1}=\|X\|_{2}, \quad \operatorname{rank}\left(X_{J}^{\text {large }}\right)=J, \quad J \ll n . \tag{9.6}
\end{equation*}
$$

There is no bound similar to (9.1) for a non-symmetric matrix $A$, but one also frequently encounters rapid eigenvalue decay when $A$ is non-symmetric.

Figure 9.2 shows the eigenvalue decay of the solutions to (1.50) and (1.51) when $A$ is non-symmetric. The matrix $A$ comes from the discretized transmission line example shown in figure $5-1$. It is a $256 \times 256$ matrix and $B$ has one column. Figure 9.2 shows the rapid decay of the eigenvalues of $P \in \mathbb{R}^{256 \times 256}$, the solution to (1.50), and $Q \in \mathbb{R}^{256 \times 256}$, the solution to (1.51). The magnitude of each set of eigenvalues has decayed to $10^{-5}$ of the magnitude of the largest eigenvalue by $k=20$. Thus, both $P \in \mathbb{R}^{256 \times 256}$ and of $Q \in \mathbb{R}^{256 \times 256}$ can be reasonably well approximated by rank 20 matrices.


Figure 9-2: Discretized transmission line, 256 states.

## $9.3 \quad$ o inant eigenspace of $t e$ yapunov solution

In the case when the solution to (8.1) is not close to low rank as according to (9.6), and $\mathrm{CF}-\mathrm{ADI}$ is still run only a small number of steps, a low rank approximation is produced. In this case, it is hoped that this low rank approximation will be close to optimal. To simplify the analysis, in this section assume $B$ has only one column, thus $Z_{J}^{c f a d i} \in \mathbb{R}^{n \times J}$. Also assume $Z_{J}^{c f a d i}$ has full column rank.

If the exact solution $X$ to (8.1) has an eigenvalue (singular value) decomposition,

$$
\begin{align*}
& X=\left[u_{1}, \cdots, u_{n}\right]\left[\begin{array}{ccc}
\sigma_{1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{n}
\end{array}\right]\left[u_{1}, \cdots, u_{n}\right]^{T},  \tag{9.7}\\
& \sigma_{1} \geq \cdots \geq \sigma_{n} \geq 0 \tag{9.8}
\end{align*}
$$

where the $\sigma_{i}$ 's do not necessarily decay rapidly, $X$ can still be divided into two parts,

$$
\begin{align*}
X & =X_{J}^{\text {large }}+X_{n-J}^{\text {small }},  \tag{9.9}\\
X_{J}^{\text {large }} & :=\left[u_{1}, \cdots, u_{J}\right]\left[\begin{array}{ccc}
\sigma_{1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{J}
\end{array}\right]\left[u_{1}, \cdots, u_{J}\right]^{T},  \tag{9.10}\\
X_{n-J}^{\text {small }} & :=\left[u_{J+1}, \cdots, u_{n}\right]\left[\begin{array}{ccc}
\sigma_{J+1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{n-J}
\end{array}\right]\left[u_{J+1}, \cdots, u_{n}\right]^{T} . \tag{9.11}
\end{align*}
$$

With the assumption that $\sigma_{J}>\sigma_{J+1}, X_{J}^{\text {large }}$ is the unique optimal rank $J$ approximation to $X$ in the 2-norm [20]. From now on, the optimal 2-norm rank $J$ approximation (assumed unique) to $X$ will be denoted by $X_{J}^{\text {opt }}$.

If $\sigma_{J+1}$ is not small, then $X$ cannot be well approximated by a rank $J$ matrix. In that case, the most one can hope for regarding the rank $J$ CF-ADI approximation, in the 2-norm, is that it is close to the optimal rank $J$ approximation,

$$
\begin{equation*}
X_{J}^{c f a d i}:=Z_{J}^{c f a d i}\left(Z_{J}^{c f a d i}\right)^{T} \approx X_{J}^{\text {opt }} . \tag{9.12}
\end{equation*}
$$

The matrices $X_{J}^{c f a d i}$ and $Z_{J}^{c f a d i}$ both have rank $J$ under the assumptions that $B$ has only one column and $Z_{J}^{c f a d i}$ has full column rank.

In the model reduction context, it is often not important to capture the eigenvalues of $X_{J}^{\text {opt }}$ exactly, rather, it is the eigenspace, $\operatorname{colsp}\left(\left[u_{1}, \cdots, u_{J}\right]\right)$, associated with the large eigenvalues of $X$, which is significant.

Thus, it is hoped that

$$
\begin{equation*}
\operatorname{colsp}\left(\left[u_{1}^{c f a d i}, \cdots, u_{J}^{c f a d i}\right]\right) \approx \operatorname{colsp}\left(\left[u_{1}^{\text {opt }}, \cdots, u_{J}^{\text {opt } t}\right]\right) \tag{9.13}
\end{equation*}
$$

where

$$
\begin{align*}
X_{J}^{o p t} & =\left[u_{1}^{o p t}, \cdots, u_{J}^{o p t}\right]\left[\begin{array}{ccc}
\sigma_{1}^{o p t} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{J}^{o p t}
\end{array}\right]\left[u_{1}^{o p t}, \cdots, u_{J}^{o p t}\right]^{T},  \tag{9.14}\\
\sigma_{1}^{o p t} & \geq \cdots \geq \sigma_{J}^{o p t}>0 \tag{9.15}
\end{align*}
$$

and

$$
\begin{align*}
& X_{J}^{c f a d i}=\left[u_{1}^{c f a d i}, \cdots, u_{J}^{c f a d i}\right]\left[\begin{array}{ccc}
\sigma_{1}^{c f a d i} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \sigma_{J}^{c f a d i}
\end{array}\right]\left[u_{1}^{c f a d i}, \cdots, u_{J}^{c f a d i}\right]^{T},  \tag{9.16}\\
& \sigma_{1}^{c f a d i} \geq \cdots \geq \sigma_{J}^{c f a d i}>0 \tag{9.17}
\end{align*}
$$

are singular value decompositions, with the zero eigenvalues and their associated eigenvectors excluded.

The eigenvectors $\left\{u_{1}^{c f a d i}, \cdots, u_{J}^{c f a d i}\right\}$ can be obtained by finding the left singular vectors of $Z_{J}^{\text {cfadi }}$.

## 9.4 o inant eigenspace, rational rylov su spaces, - I

The CF-ADI approximation can be written in the following way,

$$
\begin{equation*}
X_{J}^{c f a d i}=Z_{J}^{c f}\left(Z_{J}^{c f}\right)=U_{J}^{c f} Y_{J \times J}\left(U_{J}^{c f}\right)^{T}, \tag{9.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(U_{J}^{c f}\right)^{T}\left(U_{J}^{c f}\right)=I_{J \times J}, \quad \operatorname{colsp}\left(U_{J}^{c f}\right)=\operatorname{colsp}\left(Z_{J}^{c f}\right) \tag{9.19}
\end{equation*}
$$

The columns of $U_{J}^{\text {cf }}$ form a basis for the range of $X_{J}^{\text {cfadi }}$. Thus, the CF-ADI approximation has the same form as the low rank ideas proposed in [25,27], and described in section 7.1.3. In all these low rank methods, $X$ is approximated by a low rank matrix,

$$
\begin{equation*}
X \approx U_{J} Y_{J \times J} U_{J}^{T} \tag{9.20}
\end{equation*}
$$

where the columns of $U_{J}$ form an orthonormal basis for the range of the low rank approximation. The important difference between the low rank methods in $[25,27]$ and $\mathrm{CF}-\mathrm{ADI}$ is the choice of $\operatorname{colsp}\left(U_{J}\right)$.

In $[25,27]$, the columns of $U_{J}$ form an orthonormal basis for $\mathcal{K}_{J}(A, B)$,

$$
\begin{equation*}
\operatorname{colsp}\left(U_{J}\right)=\mathcal{K}_{J}(A, B)=\operatorname{colsp}\left[B, A B, A^{2} B, \cdots, A^{J-1} B\right] \tag{9.21}
\end{equation*}
$$

In CF-ADI, the choice is (9.19). The choice in (9.21) is intuitive because of proposition 9. Corollary 2 , an immediate consequence of theorem 2 and lemma 3 , shows that (9.19) is intuitive in the same way.

Corollary 2. If $Z_{n}^{\text {cfadi }}=\left[z_{1}, \cdots, z_{n}\right]$ is the nth $C F-A D I$ approximation, and $\left\{p_{1}, \cdots, p_{n}\right\}$ is any $C F-A D I$ parameter set for which no $\left(A+p_{i} I\right)$ is singular, and $B \in \mathbb{R}^{n}$, then

$$
\begin{align*}
\operatorname{colsp}\left(Z_{n}^{c f a d i}\right) & =\mathcal{K}_{n}^{\text {inv }}\left(A,\left(A-p_{1}\right)^{-1} B,\left\{p_{2}, \cdots, p_{n}\right\}\right),  \tag{9.22}\\
& =\operatorname{span}\left(\left[B, A B, \cdots, A^{n-1} B\right]\right),  \tag{9.23}\\
& =\operatorname{range}(X) \tag{9.24}
\end{align*}
$$

where $X$ is the solution to (8.1).
The following two corollaries show what happens when a CF-ADI iterate is a linear combination of the previous iterates.
Corollary 3. Let $Z_{j}^{\text {cfadi }}=\left[z_{1}, \cdots, z_{j}\right]$ be the $j$ th CF-ADI approximation, and $\left\{p_{1}, \cdots, p_{j}\right\}$ be any $C F-A D I$ parameter set for which no $\left(A+p_{i} I\right)$ is singular, and $B \in \mathbb{R}^{n}$. If $z_{j+1}$ is a linear combination of $\left\{z_{1}, \cdots, z_{j}\right\}$, then $z_{l}$ is a linear combination of $\left\{z_{1}, \cdots, z_{j}\right\}$ whenever $l \geq j+1$.

Proof. See lemma 3.
Corollary 4. If $z_{j+1}$ at the $j+1$ th step of the $C F-A D I$ iteration is a linear combination of the previous iterates, $z_{1}, \cdots, z_{j}$, and $B \in \mathbb{R}^{n}$, then

$$
\begin{equation*}
\operatorname{Range}(X)=\operatorname{span}\left\{z_{1}, \cdots, z_{j}\right\} \tag{9.25}
\end{equation*}
$$

where $X$ is the solution to (8.1).
Proof. Because

$$
\begin{align*}
\operatorname{Range}(X) & =\operatorname{span}\left\{B, A B, \cdots, A^{n-1} B\right\}  \tag{9.26}\\
& =\operatorname{span}\left\{z_{1}, z_{2}, \cdots, z_{j}, \cdots, z_{n}\right\}  \tag{9.27}\\
& =\operatorname{span}\left\{z_{1}, z_{2}, \cdots, z_{j}\right\} . \tag{9.28}
\end{align*}
$$

Corollary 4 says that if the $j+1$ st $\mathrm{CF}-\mathrm{ADI}$ iterate, $z_{j+1}$, is a linear combination of the previous columns, then a basis for the range of the exact solution has been found.

If the goal is to find the range of the exact solution $X$, then iteration can stop when $z_{j+1}$ is linear combination of the previous columns. If, however, the goal is to approximate the exact solution $X$ by $Z_{j}^{\text {cfadi }}\left(Z_{j}^{\text {cfadi }}\right)^{T}$, then iteration may have to continue, since even if $Z_{j}^{\text {cfadi }}\left(Z_{j}^{\text {cfadi }}\right)^{T}$ has the same range as $X$, they may not be close as matrices.

The range of $X$ can also be characterized in terms of its eigenvectors. Let the eigendecomposition of $X$ be as in (9.7), and the eigenvalues ordered so that,

$$
\begin{equation*}
\sigma_{1} \geq \cdots, \geq \sigma_{r}>\sigma_{r+1}=\cdots=\sigma_{n}=0 \tag{9.29}
\end{equation*}
$$

then $u_{1}, \cdots, u_{r}$, the eigenvectors of $X$ associated with nonzero eigenvalues, span the range of $X$,

$$
\begin{equation*}
\operatorname{Range}(X)=\operatorname{span}\left\{u_{1}, \cdots, u_{r}\right\} \tag{9.30}
\end{equation*}
$$

Theorem 2 in chapter 6 shows that $\operatorname{Range}(X)=\mathcal{L}(A, B, \mathbf{p})$, and $\mathcal{L}(A, B, \mathbf{p})$ can have an infinite number of characterizations, as Krylov subspaces, as rational Krylov subspaces, and as their sums.

A few examples of these characterizations appear below,

$$
\begin{align*}
\operatorname{span}\left\{u_{1}, \cdots, u_{r}\right\} & =\operatorname{Range}(X),  \tag{9.31}\\
& =\operatorname{span}\left\{B, A B, \cdots, A^{n-1} B\right\},  \tag{9.32}\\
& =\operatorname{span}\left\{A^{-1} B, A^{-2} B, \cdots, A^{n} B\right\},  \tag{9.33}\\
& =\operatorname{span}\left\{z_{1}^{c f a d i}(\mathbf{p}), z_{2}^{c f a d i}(\mathbf{p}), \cdots, z_{n}^{\text {cfadi }}(\mathbf{p})\right\}, \text { any }\left\{p_{1}, \cdots, p_{n}\right\},(9.34)  \tag{9.34}\\
& =\operatorname{K}_{i=1} \mathcal{K}_{i_{s}}\left(\left(A-q_{i} I\right),\left(A-q_{i} I\right)^{-1} B\right),  \tag{9.35}\\
& 1_{s}+\cdots+m_{s}=n, \text { any } q_{1}, \cdots, q_{m} .
\end{align*}
$$

Therefore, the span of the eigenvectors of $X$ associated with non-zero eigenvalues is the same as the span of the columns of the $n$th CF-ADI approximation $Z_{n}^{c f a d i}$. Similarly, low rank methods which utilizes (9.32) [25, 27], and (9.33), instead of the CF-ADI choice of (9.34), also find the span of the eigenvectors of $X$ associated with non-zero eigenvalues when run to full $n$ steps.

Frequently it is not practical to run any of these Krylov subspace-based algorithms to $n$ steps to find the full range of $X$. Instead, the measure of success for a low rank method is how well the partial basis it generates approximates $X$ 's dominant eigenvectors.

In other words, if $\left\{w_{1}, \cdots, w_{J}\right\}$ is the partial basis generated by $J$ steps of a low rank method, how well does

$$
\begin{equation*}
\operatorname{span}\left\{w_{1}, \cdots, w_{J}\right\} \approx \operatorname{span}\left\{u_{1}, \cdots, u_{J}\right\}, \quad J \ll n \tag{9.37}
\end{equation*}
$$

where $u_{1}, \cdots, u_{J}$ are the dominant eigenvectors of $X$, in order of decreasing importance? To avoid ambiguity, the eigenvalue associated with $u_{J}$ is assumed to be strictly larger than the eigenvalue associated with $u_{J+1}$.

Several possibilities for $\left\{w_{1}, \cdots, w_{J}\right\}$ are

$$
\begin{equation*}
\operatorname{span}\left\{w_{1}, \cdots, w_{J}\right\}=\operatorname{span}\left\{B, A B, \cdots, A^{J-1} B\right\} \tag{9.38}
\end{equation*}
$$

or

$$
\begin{equation*}
\operatorname{span}\left\{w_{1}, \cdots, w_{J}\right\}=\operatorname{span}\left\{z_{1}^{c f a d i}(\mathbf{p}), z_{2}^{c f a d i}(\mathbf{p}), \cdots, z_{J}^{c f a d i}(\mathbf{p})\right\}, \text { any }\left\{p_{1}, \cdots, p_{J}\right\} \tag{9.39}
\end{equation*}
$$

or some other set of $J$ vectors from theorem 2. Due to practical considerations, the starting vector $w_{1}$ should not contain too many powers of shifts of $A$ or inverse powers of shifts of $A$.

Clearly, the answer to the question of which choice of a partial basis approximates $\operatorname{span}\left\{u_{1}, \cdots, u_{J}\right\}$ better depends on $A, B, J$, and the shift parameters. However, since there is more freedom in picking $\left\{w_{1}, \cdots, w_{J}\right\}$ according to (9.39), which amounts to picking the CF-ADI parameters $\left\{p_{1}, \cdots, p_{J}\right\}$, than according to (9.38), one expects to be able to approximate the span of the first $J$ eigenvectors of $X$ better with CF-ADI, if the CF-ADI parameters are well chosen.

## 9.5 u erical results

This section provides numerical result on how well CF-ADI approximates the dominant eigenspace of $X$.

Figure 9-3 shows dominant eigenspace approximation, where the matrices $A$ and $B$ came from the spiral inductor problem considered in section 8.7. The matrix $A$ is symmetric, $500 \times 500$, and $B$ has one column. CF-ADI is run for 20 iterations. The relative error after 20 iterations is $\frac{\left\|X-X_{j}^{\text {cfadi }}\right\|_{2}}{\|X\|_{2}}=10^{-8}$.

Figure 9-3(a) measures the closeness of the 20-dim dominant eigenspaces of $X$ and $X_{20}^{c f a d i}$. This measure is provided by the concept of principle angles between subspaces [20]. Let $S^{1}$ and $S^{2}$ be two subspaces, of dimension $d_{1}$ and $d_{2}$, respectively, and assume $d_{1} \geq d_{2}$. Then the $d_{2}$ principle angles are defined as $\theta_{1}, \cdots, \theta_{d_{2}}$, such that

$$
\begin{equation*}
\cos \left(\theta_{j}\right)=\max _{u^{1} \in S^{1},\left\|u^{1}\right\|=1} \max _{u^{2} \in S^{2},\left\|u^{2}\right\|=1}\left(u^{1}\right)^{T} u^{2}=\left(u_{j}^{1}\right)^{T} u_{j}^{2}, \tag{9.40}
\end{equation*}
$$

under the constraints that

$$
\begin{equation*}
\left(u^{1}\right)^{T} u_{i}^{1}=0, \quad\left(u^{2}\right)^{T} u_{i}^{2}=0, \quad i=1: j-1 . \tag{9.41}
\end{equation*}
$$

If the columns of $U^{1}$ are an orthonormal basis for $S^{1}$, and the columns of $U^{2}$ an orthonormal basis for $S^{2}$, and $\left(U^{2}\right)^{T} U^{1}$ has singular value decomposition,

$$
\begin{equation*}
\left(U^{1}\right)^{T} U^{2}=U \Sigma V^{T} \tag{9.42}
\end{equation*}
$$

then

$$
\begin{equation*}
\cos \left(\theta_{j}\right)=\Sigma(j, j), \quad u_{j}^{1}=U^{1} U(:, j), \quad u_{j}^{2}=U^{2} V(:, j) \tag{9.43}
\end{equation*}
$$

Thus, these two bases, $\left\{u_{1}^{1}, \cdots, u_{d_{2}}^{1}\right\}$ and $\left\{u_{1}^{2}, \cdots, u_{d_{2}}^{2}\right\}$, are mutually orthogonal, $\left(u_{i}^{1}\right)^{T} u_{j}^{2}=$ 0 , if $i \neq j$. And $\left(u_{i}^{1}\right)^{T} u_{i}^{2}=\cos \left(\theta_{i}\right)$ indicates the closeness of $u_{i}^{1}$ and $u_{i}^{2}$. If $S^{1}=S^{2}$, then $\cos \left(\theta_{j}\right)=1, j=1, \cdots, d_{1}=d_{2}$. If $S^{1} \perp S^{2}$, then $\cos \left(\theta_{j}\right)=0, j=1, \cdots, d_{2}$. A basis for the intersection of $S^{1}$ and $S^{2}$ is given by those basis vectors whose principle angle is 0 .

$$
\begin{align*}
\operatorname{range}\left(S^{1}\right) \cap \operatorname{range}\left(S^{2}\right) & =\operatorname{span}\left\{u_{1}^{1}, \cdots, u_{s}^{1}\right\}=\operatorname{span}\left\{u_{1}^{2}, \cdots, u_{s}^{2}\right\}  \tag{9.44}\\
1 & =\cos \left(\theta_{1}\right)=\cdots=\cos \left(\theta_{s}\right)>\cos \left(\theta_{s+1}\right) \tag{9.45}
\end{align*}
$$

Thus, the closeness of two subspaces is measured by how many of their principle angles are close to 0 .

In figure 9-3(a) the cosines of the principle angles between $U_{20}^{\text {cfadi }}$ and $U_{20}^{\text {opt }}$ are plotted. The cosines of 18 of the principle angles are 1 , and the cosines of the last two are above 0.85 , indicating close match of all dominant eigenvectors. This is not surprising since $\| X-$ $X_{20}^{\text {cfadi }}\|/\| X \|$ is less than $10^{-8}$.

Because the eigenvectors of $X_{20}^{\text {opt }}$ associated with the larger eigenvalues are more important than the eigenvectors of $X_{20}^{\text {opt }}$ associated with the smaller (non-zero) eigenvalues in view of later application to model reduction, as they indicate the more controllable or observable modes among the top 20 , it is worthwhile to see how well each eigenvector of $X_{20}^{\text {opt }}$ is individually matched by $U_{20}^{\text {cfadi }}$. This is measured by the norm of the projection of the exact dominant eigenvector, $u_{j}^{\text {opt }}$, onto $U_{20}^{\text {cfadi }}$. The direction $u_{j}^{\text {opt }}$ is contained in the column span of $U_{20}^{c f a d i}$ if $\left\|\left(u_{j}^{\text {opt }}\right)^{T} U_{20}^{c f a d i}\right\|_{2}=1$. This is a different criterion than the one based on principle angles, as $u_{j}^{o p t}$ may not be one of the vectors in the orthogonal basis in (9.43).

As can be seen in figure 9-3(b), and not from figure 9-3(a), $u_{20}^{\text {opt }}$ is better represented by the vectors in $U_{20}^{c f a d i}$ than is $u_{19}^{\text {opt }}$. Everything being equal, it is preferable for $u_{19}^{\text {opt }}$ to be better represented than $u_{20}^{\text {opt }}$, because $u_{19}^{\text {opt }}$ is more important in terms of controllability or observability.


Figure 9-3: Symmetric matrix, $n=500,20 \mathrm{CF}-\mathrm{ADI}$ iterations, converged

In contrast to figure 9-3, figures 9-4 and 9-5 demonstrate dominant subspace approximation when $\mathrm{CF}-\mathrm{ADI}$ is not run to convergence.

Figure 9-4 is the same spiral inductor example as in figure 9-3, but CF-ADI is only run 7 steps. In figure $9-4(\mathrm{a}),\left\|z_{7}^{c f a d i}\right\|$ is small but $\left\|X-X_{j}^{c f a d i}\right\|_{2}$ has stagnated. The relative error $\frac{\left\|X-X_{7}^{\text {cfadi }}\right\|_{2}}{\|X\|_{2}}$ is between $10^{-2}$ and $10^{-3}$, whereas the relative error of the optimal rank 7 approximation is $10^{-5}$. However it can be seen from figure $9-4(\mathrm{~b})$ that the intersection of the column span of $U_{7}^{\text {cfadi }}$ and the column span of $U_{7}^{\text {opt }}$ has dimension 6 , since the cosines of 6 principles angles are 1 . In figure $9-4(\mathrm{c})$, it can be seen that the top 5 dominant eigenvectors of $X$, the 5 most important modes, are contained entirely in the column span of $U_{7}^{c f a d i}$. The norm of the projection of $u_{6}^{\text {opt }}$ onto $U_{7}^{c f a d i}$ is around 0.9 , while that of $u_{7}^{\text {opt }}$ is around 0.5 .

Thus, dominant eigenspace information about $X$ can emerge, even when CF-ADI has not converged.

(a) CF-ADI convergence


Figure 9-4: Symmetric matrix, $n=500,7 \mathrm{CF}-\mathrm{ADI}$ iterations, not converged

Figure 9-5 shows another example of running CF-ADI only a small number of steps, before convergence occurs. It comes from the transmission line example (figure 5-1). The system matrix $A$ is $256 \times 256$, and the input matrix $B$ has one column.

Figure 9-5 contains results for the solutions to the two Lyapunov equations (1.50-1.51). The solution to $(1.50)$ is denoted by $P$, and the solution to $(1.51)$ is denoted by $Q$.

Compared to the Lyapunov solution associated with the spiral inductor example, whose system matrix is symmetric, the two Lyapunov solutions associated with the non-symmetric matrix $A$ in this example have slower eigenvalue decay. In section 9.2 it is asserted that both $P$ and $Q$ are close to rank 20 matrices. Since the eigenvalues of a non-symmetric matrix can
be in an arbitrary region in the open left half plane, the problem of parameter selection is also more difficult for this example than for the symmetric example. The selection procedure in [58] was followed and the resulting parameters are complex.

Figure 9-5(a) and 9-5(b) show that the CF-ADI error is not decreasing at all during 15 iterations. The relative error stagnates at 1 . However, figure $9-5(\mathrm{c})$ shows that the intersection of the span of the 15 dominant eigenvectors of $P$ and the span of the 15 dominant eigenvectors of the CF-ADI approximation has dimension 10 (almost 11). Similarly, the intersection of the span of the 15 dominant eigenvectors of $Q$ and the span of the 15 dominant eigenvectors of the CF-ADI approximation has dimension 10.

Figure $9-5(\mathrm{~d})$ provides an interesting picture. Recall that eigenvectors of $P$ or $Q$ associated with larger eigenvalues are more important than the eigenvectors associated with smaller eigenvalues. In figure 9-5 (d), a lower index indicates a more important eigenvector. It can be seen that the 5 most important eigenvectors of $P(Q)$ are represented almost completely in $\operatorname{span}\left(U_{15}^{c f a d i-P(Q)}\right)$. What is interesting is that the 9 th and 10 th eigenvectors of $Q$ are also completely represented, even though eigenvectors 7 and 8 are not. The eigenvectors of $P$ display similar, if not as dramatic, behavior, whereby some middle eigenvectors are not as well captured as the eigenvectors to their left and right.

This example demonstrates that even if the CF-ADI error is large, some information about the dominant eigenspace can still emerge, although there may also be missing information.


Figure 9-5: Non-symmetric matrix, $n=256,15 \mathrm{CF}-\mathrm{ADI}$ iterations, not converged

## r 0



Chapter 5 addressed the issue of how to utilize low rank approximations to the two system gramians in a model reduction method, with the goal of approximating the TBR reduced model. The solution is clear for symmetric systems, and two approaches, the Low Rank Square Root method and the Dominant Gramian Eigenspaces method, are developed for non-symmetric systems.

The question of how to obtain low rank approximations to the system gramians is answered with the development of the CF-ADI method. Other methods of generating low rank approximations, such as [27], can also be used in this context. In fact, an infinite variety of low order Krylov and rational Krylov bases can be used to generate low rank approximations. Any subset containing consecutive elements of the infinite spanning set $\left\{\cdots, v_{-j}, \cdots, v_{0}, \cdots, v_{j}, \cdots\right\}$ for the subspace $\mathcal{L}(A, B, \mathbf{p})$, whose characterization was given in theorem 2, suffices as a basis for the range of a low rank approximation.

Theoretical and numerical results in chapter 9 support the belief that CF-ADI can produce good approximately optimal low rank Cholesky factors.

This chapter uses the CF-ADI algorithm to generate the low rank Cholesky factors needed in the Dominant Gramian Eigenspaces method. Numerical results for symmetric and non-symmetric systems are given.

For symmetric systems, it is shown that, if the reduced model order equals the CF-ADI approximation order, Approximate TBR via CF-ADI (algorithm 11) results in a reduced model which is equivalent to the reduced model produced by a particular moment matching via rational Krylov subspaces method. Thus, from the point of view of moment matching, the problem of picking good moment matching points, so that the reduced model approximates the TBR reduction, can be approached by solving the CF-ADI parameter selection problem (7.43).

Numerical comparison of several CF-ADI parameter selection procedures are also made.

### 10.1 Sy etric syste s

A symmetric state-space system of the form (5.10-5.11) can be reduced according to algorithm 11.

Algorithm 11 Approximate TBR via CF-ADI for symmetric systems
INPUT: $A, B$.

1. Compute $Z_{J} \in \mathbb{R}^{n \times J}, Z_{J} Z_{J}^{T} \approx P_{J}^{o p t}$, by CF-ADI, algorithm 9 .
2. Obtain the order $k$ reduced system $\left(A_{k}^{r}, B_{k}^{r},\left(B_{k}^{r}\right)^{T}\right)$ according to algorithm 4.

### 10.1.1 Connection to moment matching

Here, for symmetric systems, a connection is established between Approximate TBR via CF-ADI and the moment matching method given in algorithm 1.

Theorem 5. The reduced model obtained by algorithm 11 using $\left\{p_{1}, p_{2}, \cdots, p_{J}\right\}$ as the $C F-$ ADI parameters, when the reduced model order $k$ equals the CF-ADI approximation order $J$, is equivalent to the reduced model obtained by algorithm 1, which matches $i_{s}$ moments at the point $-p_{i}$, where $p_{i}$ appears $i_{s}$ times in the parameter list $\left\{p_{1}, p_{2}, \cdots, p_{J}\right\}$.

Proof. By theorem 3, algorithm 11 and algorithm 1 produce the same projection spaces, namely,

$$
\begin{align*}
\operatorname{col}\left(U_{J}^{\text {algo-11 }}\left(\left\{p_{1}, \cdots, p_{J}\right\}\right)\right) & =\operatorname{span}\left\{z_{1}, \cdots, z_{J}\right\}  \tag{10.1}\\
& =\left\{\left(A+p_{1}\right)^{-1} B, \cdots,{ }_{J=1}\left(A+p_{i} I\right)^{-1}\right\}  \tag{10.2}\\
& ={ }_{\substack{m=1}}\left\{\left(A+p_{i} I\right)^{-1} B, \cdots,\left(A+p_{i} I\right)^{-i_{s}} B\right\}  \tag{10.3}\\
& ={ }_{m} \mathcal{K}_{i_{s}}\left(\left(A-\left(-p_{i}\right) I\right),\left(A-\left(-p_{i}\right) I\right)^{-1} B\right), \\
& =\operatorname{col}\left(U_{J}^{\text {algo }-1}\left(\left\{-p_{1}, \cdots,-p_{J}\right\}\right)\right) \tag{10.4}
\end{align*}
$$

where $1_{s}+\cdots+m_{s}=J$, and each $p_{i}$ appears in $\left\{p_{1}, \cdots, p_{J}\right\}$ a total of $i_{s}$ times. Hence the reduced models are equivalent by theorem 6 .

In trying to approximate TBR for symmetric systems via algorithm 11 with the parameters $\left\{p_{1}, p_{2}, \cdots, p_{J}\right\}$, and $k=J$, one obtains a reduced system which also matches moments of the original transfer function at $\left\{-p_{1},-p_{2}, \cdots,-p_{J}\right\}$, with higher order moments denoted
by repeating the points. In this case, algorithm 11 can also be thought of as a moment matching method. The advantage of using algorithm 11 for symmetric systems instead of one of the moment matching algorithms described in chapter 3 is that the solution to the rational min-max problem on the real interval (7.43) is known, so optimal CF-ADI parameters can be found.

Thus, even if one starts from the view of matching transfer function moments, the question of which moment matching points to pick can be answered by solving the rational min-max problem (7.40), if the desire is to produce a reduced model which is close to the TBR reduction.

In addition, $Z_{B}^{J}$ from CF-ADI contains more information than the projection matrix $U_{k}$ obtained via moment matching. The columns of $U_{k}$ are simply an orthonormal basis for the sum of several Krylov subspaces. The singular values of $Z_{B}^{J}$ give an indication of approximately how controllable (and observable for symmetric systems) a mode is, and can be used in error estimation via (4.8).

Algorithm 11, as an approximation to the TBR method, is expected to produce a globally accurate reduced model.

### 10.1.2 Numerical results

Algorithm 11 was tested on the spiral inductor example (figure 8-2). The original system is single-input single-output, of order 500, and has been symmetrized according to (5.16-5.18).


Figure 10-1: Spiral inductor, order 7 reductions

Figure 10-1 compares four different order 7 reductions of the original system. One is TBR. The second is moment matching around $s=0$, denoted 'MM0'. The third is moment
matching at 7 points distributed in the frequency range (as a real interval) $\left[10^{5}, 10^{15}\right]$ with $\log$ spacing, denoted 'MM-log(freq)'. The fourth is algorithm 11, denoted 'TBRvCfadi', where the reduced model order equals the CF-ADI approximation order, $J=k=7$.

Figure 10-1(a) shows the magnitudes of the frequency response errors, $\left|G(j \omega)-G^{r e d}(j \omega)\right|$, of the four different approximations, as well as the TBR $L^{\infty}$-error bound (4.8).

It can be seen that the TBR reduction has the smallest $L^{\infty}$-error, $\sup _{w}\left|G(j \omega)-G^{r e d}(j \omega)\right|$, and it is below the TBR error bound. The $L^{\infty}$-error of 'TBRvCfadi- 7 ' is half an order of magnitude larger than TBR's. Both moment matching reductions' $L^{\infty}$-errors are two orders of magnitude larger than TBR's.

Figure $10-1(\mathrm{~b})$ shows the relative errors, $\frac{\left\|G(j \omega)-G_{r e d}(j \omega)\right\|}{\|G(j \omega)\|}$, of the same four order 7 reductions. Both the TBR and the Approximate TBR via CF-ADI reductions have comparatively flat relative errors, whereas the two moment matching reductions have regions with very small error and regions with much larger error.

Of course, the Approximate TBR via CF-ADI reduced model also matches moments at the negative of the CF-ADI parameters. Thus, one interpretation of the results shown in figure $10-1$ is that the negative of the solution to the rational min-max problem on the real interval (7.43) is a better choice of moment matching points than log spaced points over the frequency range $\left[10^{5}, 10^{15}\right]$.

## 10.2 u erical co parison: - I para eters

This section makes numerical comparison of several different selection procedures for the CF-ADI parameters, or equivalently, moment matching points, in terms of reduced model accuracy.

Figure 10-2 shows the frequency response errors, $\left|G(j \omega)-G_{r e d}(j \omega)\right|$, and relative errors, $\left|G(j \omega)-G_{r e d}(j \omega)\right| /|G(j \omega)|$, of seven parameter selection procedures for the spiral inductor example. One set of procedures chooses the parameters as a function of the frequency range of interest as a real interval, $\left[\omega_{\min }=10^{5}, \omega_{\max }=10^{15}\right]$. The other set chooses the parameters as a function of $A$ 's eigenvalue range, $\left[\lambda_{\min }=-7.91 \times 10^{10}\right.$, $\left.\lambda_{\max }=-1.38 \times 10^{7}\right]$, which is also a real interval because $A$ is symmetric. The spacings of the parameters are chosen to be linear, log, or Chebyshev on either $\left[\omega_{\min }, \omega_{\max }\right]$, or $\left[\lambda_{\min }, \lambda_{\max }\right]$. In addition, the solution of the real rational min-max problem (7.43) gives optimal parameters.

In figure 10-2(a), the legend is ordered so that the choices of parameters appear in the order their frequency response errors intersect the left vertical axis. The two Chebyshev choices have error 1 at low frequencies. Linear spacing on $A$ 's eigenvalue interval also attains highest error at low frequencies, around $3 \times 10^{-2}$. Linear and log spacing on the frequency interval have small errors at low frequencies, and attain maximum error in the middle frequency range, with $L^{\infty}$-errors of $10^{-1}$ and $10^{-3}$, respectively. The solution to the real min-max problem (7.43) and log spacing on $A$ 's eigenvalue interval have the smallest $L^{\infty}$-errors of all
the choices, around $3 \times 10^{-5}$. In fact, these two choices picked parameter sets which are very close to each other.

Figure 10-2(b) shows the relative errors. Log spacing on $A$ 's eigenvalue interval and the solution to the real min-max problem (7.43) both have flat errors over the entire frequency range. It can be seen that knowing $A$ 's eigenvalue range helps one to pick good parameters. Without that knowledge, log spacing on the frequency range seems to work best.


Figure 10-2: Spiral inductor; shift parameters are important

## 10.3 on-sy etric syste s

In chapter 5 two low rank reduction methods were proposed, the Low Rank Square Root method, algorithm 5, and the Dominant Gramian Eigenspaces method, algorithm 6. CFADI can be used to produce low rank Cholesky factors for either method. If the CF-ADI error in algorithm 9 is small after only a small number of iterations on both $(A, B)$ and $\left(A^{T}, C^{T}\right)$, then algorithm 5 can be used. In that case, both gramians are close to low rank, and the CF-ADI approximations to them are fairly accurate. If the CF-ADI error is not small, then algorithm 6 should be used.

Because in chapter 5 it was shown that the Dominant Gramian Eigenspaces method, algorithm 6, generally produces a better reduced model than the Low Rank Square Root method, this section only shows results for using CF-ADI with algorithm 6.

### 10.3.1 Numerical results

This section uses the discretized transmission line example (figure 5-1) again.

## Algorithm 12 Dominant Gramian Eigenspaces via CF-ADI

INPUT: $A, B, C$.

1. Compute $Z_{J_{B}}^{B}, Z_{J_{B}}^{B}\left(Z_{J_{B}}^{B}\right)^{T} \approx P_{J_{B}}^{o p t}$, by CF-ADI, algorithm 9, applied to (1.50).
2. Compute $Z_{J_{C}}^{C}, Z_{J_{C}}^{C}\left(Z_{J_{C}}^{C}\right)^{T} \approx Q_{J_{C}}^{\text {opt }}$, by CF-ADI, algorithm 9, applied to (1.51).
3. Choose $k \leq J, 2 k$ being the desired reduction order.
$U_{m}^{c t o b}=\operatorname{qr}\left(\left[U_{n \times J}^{B}(:, 1: k), \quad U_{n \times J}^{C}(:, 1: k)\right]\right)$
note: $k \leq m=\operatorname{rank}\left(U_{m}^{c t o b}\right) \leq 2 k$
4. Reduce the system:

$$
\begin{equation*}
A_{m}^{r}=\left(U_{m}^{\text {ctob }}\right)^{T} A U_{m}^{\text {ctob }}, \quad B_{m}^{r}=\left(U_{m}^{\text {ctob }}\right)^{T} B, \quad C_{m}^{r}=C U_{m}^{\text {ctob }} \tag{10.6}
\end{equation*}
$$

Figure 10-3 shows numerical results obtained using algorithm 12. In figure 10-3(a), the frequency responses of three different reduced systems are shown. All three are order 10.
'Ct5 U Ob5' denotes using the 5 exact dominant controllable modes and the 5 exact dominant observable modes in steps 1 and 2 of algorithm 12 . This reduction was shown to be indistinguishable from the order 10 TBR reduction in figure $5-2(\mathrm{a}) .{ }^{\prime} \mathrm{Ct} 5(15) \mathrm{U} \operatorname{Ob5}(15)$ ' denotes running 15 iterations of CF-ADI on $(A, B)$ to obtain $Z_{15}^{B}$, and 15 iterations of CFADI on ( $A^{T}, C^{T}$ ), to obtain $Z_{15}^{C}$, and letting $k=5$ in step 3 of algorithm 12. ' $\mathrm{Ct} 15(15) \mathrm{U}$ Ob15(15)-TBR-10' denotes letting $k=15$ instead, obtaining an order 30 reduced system, and then doing TBR on this reduced system to obtain the further reduced system of order 10.

The frequency responses of 'Ct5 U Ob5' and 'Ct5(15) U Ob5(15)' are close except at the last two peaks. 'Ct5 U Ob5' follows the next to last peak of the exact frequency response and then flattens out, whereas ' $\mathrm{Ct5}(15) \mathrm{U} \operatorname{Ob} 5(15)$ ' misses the next to last peak and finds the last one. 'Ct15(15) U Ob15(15)-TBR-10' has a peak in between the last two tall peaks. The fact that ' $\mathrm{Ct} 15(15) \mathrm{U}$ Ob15(15)-TBR-10' is not more accurate than ' $\mathrm{Ct} 5(15) \mathrm{U} \operatorname{Ob5}(15)$ ', rather, it is a bit worse, is surprising, since the projection spaces which produced the intermediate order 30 reduction contain the projection spaces which produced ' $\mathrm{Ct5} 5(15) \mathrm{U} \operatorname{Ob5}(15)$ '. The reason appears to be that the larger projection spaces have made the intermediate order 30 system unstable. Its system matrix has many eigenvalues with positive real parts.

Figure 10-3(b) adds the frequency response of the reduced system obtained by the mo-
ment matching via orthogonal projection method given as algorithm 1. A total of 30 moment matching points were chosen in the frequency interval $\left[\omega_{\min }=10^{-4}, \omega_{\max }=10^{-2}\right]$, with log spacing. 'MMorth-log(freq)-30' requires the same order of work as 'Ct5(15) U Ob5(15)'. It is an one-sided reduction as only a rational Krylov subspace with $A$ and $B$ is used. There is no contribution from the output coefficient matrix $C$.

It can be seen that 'MMorth-log(freq)-30' is extremely accurate at frequencies lower than $10^{-3}$, but fails to capture any of the peaks beyond $\omega=10^{-3}$ 。 ' $\operatorname{Ct5} 5(15) \mathrm{U} \operatorname{Ob5}(15)$ ' clearly captures the global frequency response behavior much better. It captures all but the next to last sharp peak. It averages the first tiny peak and small bumps between sharp peaks, which keeps the $L^{\infty}$-error small without having to following every topographical feature exactly.


Figure 10-3: Dominant Gramian Eigenspaces via CF-ADI

## r

## $l \mathrm{si} \mathrm{s} \quad \mathrm{r} \quad \mathbf{W}$

In this dissertation, a low rank model reduction method, the Dominant Gramian Eigenspaces method, is proposed for the reduction of large, linear, time-invariant systems. This method utilizes low rank approximations to the exact system gramians.

Numerical comparison of the Dominant Gramian Eigenspaces method is made with another low rank model reduction method, the Low Rank Square Root method [41, 46]. It is shown that the Dominant Gramian Eigenspaces method often produces a better reduced model than the Low Rank Square Root method, when the low rank approximations to the system gramians have not converged to the exact gramians.

The system gramians are the solutions to two Lyapunov equations. In theorem 2 the range of the Lyapunov solution is characterized as order $n$ Krylov and rational Krylov subspaces with different shifts and starting vectors. A connection is made between approximating the dominant eigenspace of the solution to the Lyapunov equation and the generation of various low order Krylov and rational Krylov subspaces.

The Cholesky Factor ADI algorithm is developed to generate a low rank approximation to the solution to the Lyapunov equation. Cholesky Factor ADI requires only matrix-vector products and linear solves, hence it enables one to take advantage of sparsity or structure in the system matrix.

The Cholesky Factor ADI algorithm is then used in conjunction with the Dominant Gramian Eigenspaces method in the model reduction of large, linear, time-invariant systems. It is demonstrated by numerical examples that this approach often produces a globally accurate reduced model, even when the low rank approximations to the system gramians have not converged to the exact gramians.

Finally, it is shown that, for symmetric systems, approximating Truncated Balanced Realization is achievable. Approximate TBR via CF-ADI for symmetric systems results in a reduction which also matches moments at the negative of the CF-ADI parameters, if the reduced model order is the same as the CF-ADI approximation order. It is shown that, from the point view of moment matching methods, the problem of picking points where moments
are to be matched, so that the reduced model is close to the TBR reduced model, can be approached by solving the rational min-max problem associated with CF-ADI parameter selection.

There is room for future research both in the area of low rank approximation to the Lyapunov solution and in low rank model reduction methods.

Further study is needed to characterize the eigenvalue behavior of the solution to the Lyapunov equation with a non-symmetric $A$ matrix. It would be very useful to determine the conditions on $A$ and $B$ which will guarantee that the exact solution to the Lyapunov equation can be well approximated by a low rank matrix. [42] is the only work to the author's knowledge that addresses the issue of eigenvalue decay for the Lyapunov solution.

In the area of low rank model reduction methods, work needs to be done to find a method which genuinely approximates the TBR reduction for non-symmetric systems. Since the system gramians cannot be balanced without having the exact gramians, it is necessary to find a way to approximate the order $k$ TBR projection matrices directly by low rank matrices, without referring to the gramians separately.

Finally, many of the results contained in this dissertation, on the solution of the Lyapunov equation and on low rank model reduction, can be extended to apply to the linear, timevarying model reduction problem $[7,54]$.
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