Wave propagation in locally perturbed periodic media (case with absorption): Numerical aspects
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ABSTRACT

We are interested in the numerical simulation of wave propagation in media which are a local perturbation of an infinite periodic one. The question of finding artificial boundary conditions to reduce the actual numerical computations to a neighborhood of the perturbation via a DtN operator was already developed in [1] at the continuous level. We deal in this article with the numerical aspects associated to the discretization of the problem. In particular, we describe the construction of discrete DtN operators that relies on the numerical solution of local cell problems, non stationary Ricatti equations and the discretization of non standard integral equations in Floquet variables.

1. Introduction and model problem

Periodic media play a major role in applications, in particular in optics for micro and nano-technology [2–5]. From the point of view of applications, one of the main interesting features is the possibility offered by such media of selecting ranges of frequencies for which waves can or cannot propagate. Mathematically, this property is linked to the gap structure of the spectrum of the underlying differential operator appearing in the model. For a complete, mathematically oriented presentation, we refer the reader to [4,6]. There is a need for efficient numerical methods for computing the propagation of waves inside such structures. In real applications, the media are not perfectly periodic but differ from periodic media only in bounded regions (which are small with respect to the total size of the propagation domain). In this case, a natural idea is to reduce the pure numerical computations to these regions and to try to take advantage of the periodic structure of the problem outside: this is particularly of interest when the periodic regions contain a large number of periodicity cells.

In the case where the unperturbed medium is homogeneous (in some sense, a periodic medium with an arbitrarily small period), this is a very old problematic. Various methods can be used to restrict the computation around the perturbation. A first class of methods consists in applying an artificial boundary condition which is transparent or approximately transparent. Let us cite:

(i) the coupling techniques between volumic methods and integral representations or integral equation techniques [7–10],
(ii) the DtN approaches which consists in computing exactly the Dirichlet-to-Neumann operator associated to the exterior medium, provided that the geometry of the boundary is properly chosen (typically a circle in 2D).
(iii) the local radiation conditions at finite distance [11,12], constructed as a local approximation of the exact non local condition at various orders with respect to a small parameter, typically the inverse of the frequency.

Methods (i) and (ii) are exact (up to numerical approximation). The method (iii) is approximate and its accuracy improves where the order of the condition increases or the artificial boundary goes to infinity. However, none of these methods can be applied or extended directly to general exterior periodic media because they use the homogeneous nature of the exterior medium (explicit formulas are used for the solution of the exterior problem in (i), (ii) and (iii), the knowledge of the Green function is used in case (ii) and separation of variables is used in case (iii)).

The second approach consists in surrounding the computational domain by an absorbing layer in which the PML technique [13] is applied. Physically the method can be interpreted as letting an incident wave from the computational domain enter the layer without reflection and absorbs the wave inside the layer preventing it to come back in the computational domain. This principle is not adapted a priori to periodic media for which a wave leaving the computational domain will interact with heterogeneities of the medium up to infinity. That is why the standard PML technique cannot work in this case (see however the pole condition techniques that can be seen as a generalization of the PML method in the case of non-homogeneous media [14,15]).

It seems that there are very few works in the same spirit in the mathematical literature for the case of periodic perturbed media. A problem similar that have some similarities with the one we consider in this paper is the numerical computation of localized modes (non trivial solutions of the propagation model in the absence of any source term) that may appear for specific frequencies due to the presence of a local perturbation of the periodic media (see [16–18] for existence results). The supercell method analyzed [19] has similarities with the radiation condition at finite distance (i): it consists in making computations in a bounded domain of large size, the resulting solution converging to the true solution when the size goes to infinity. Note however that in this case as the localized modes are exponentially decreasing, this convergence is exponentially fast with respect to the size of the truncated domain. The notion of DtN maps already appears for instance, in [20] for the diffraction problem by periodic gratings or in [21] for periodic open waveguides. However in these two cases the DtN map is used to deal with the unboundedness of the propagation medium in the direction(s) transverse to the periodicity direction(s).

In a first paper [22], we treated the case of locally perturbed periodic waveguide: typically the unperturbed propagation medium is bounded in one direction and periodic in the other. We proposed a numerical method for determining DtN operators by solving local cell problems an operator valued stationary Ricatti equation. In a second paper [1], we proposed an extension of the above work to the case where the unperturbed media is periodic in the two directions. We presented the conceptual aspects of the method for the construction of the DtN operator and we exposed the main theoretical issues and results. The chapter [23] of the e-book “Wave Propagation in Periodic Media (volume 1)” is devoted to a general presentation of the method of [1,24] adapted to the case of a RRR (for Robin-to-Robin) boundary condition: instead of relating the Dirichlet and the Neumann traces of the solution, we want to relate two different Robin traces of the solution. From the numerical point of view, one of the interest of RRR operators is that, contrary to DtN operators for instance, they are bounded operators with bounded inverse and their discretization leads to well-conditioned matrices.

We tackle, here, the discretization of the method explained in [1], especially the computation of the DtN operator. For the sake of conciseness of the presentation, we shall restrict ourselves to the exposition of the main ideas and results, to give some validation of the method and to illustrate it through numerical results. On the other hand, for the sake of rigor, we have chosen to make precise the functional framework inside which the arguments we shall develop can be completely justified. However, most theorems will be stated without proofs. The reader can find these proofs together additional details in [22,1,24].

Let us also mention that, as in [1], we consider the case where the propagation medium is slightly absorbing, the absorption being quantified by a small positive parameter $\varepsilon > 0$ (see the model problem $\text{(P)}$). The challenging question of studying the limit case when $\varepsilon$ tends to 0 (i.e. the limiting absorption principle) is still an open question to our knowledge. However the method that we present here can be formally extended to non absorbing media by using the heuristics proposed in [22,24] for the case of periodic waveguides. A forthcoming article will deal with the a numerical limiting absorption principle for the locally perturbed periodic media. The propagation model we consider is a simple 2D $(x = (x,y))$ harmonic scalar wave problem with absorption:

$$-\Delta u(x) - \rho(x)(\alpha^2 + \omega^2)u(x) = f(x). \quad \text{(P)}$$

where $\varepsilon > 0$ is a (small) physical parameter, that represents a (slight) absorption in the medium.

Moreover, we suppose that (see Fig. 1 for some notation):

(i) The local perturbation to the periodicity in the domain of propagation $\Omega = V^2$ is contained inside the bounded region $\Omega'$. In $\Omega' = \Omega \setminus \Omega''$ the periodicity is along the $x$ and $y$ directions with the same period $L$. We denote by $C$ the reference unit periodicity cell

$$C = \left[ \frac{-L}{2}, \frac{L}{2} \right]^2.$$

Author's personal copy
In the following, $\Omega'$ is chosen in such a way that the size of each edge is a multiple of the period of the medium:

$$\Omega' = \left[ -\frac{NL}{2}, \frac{NL}{2} \right]^2.$$

For the sake of presentation, we will suppose that $N = 1$ here. However the generalization is straightforward and presented in [1]. The boundary of $\Omega'$ is denoted by $\Sigma' = \partial \Omega'$. See Fig. 1(b) for notation.

(ii) The function $\rho$ is supposed to coincide with a periodic function outside $\Omega'$. More precisely, we suppose that there exists a function $\rho_p$ such that

$$0 < \rho_\infty = \inf_{x \in \Omega} \rho(x) \leq \rho_\infty = \sup_{x \in \Omega} \rho(x) < +\infty,$$

$$\text{Supp}(\rho - \rho_p) \subset \Omega' \quad \text{where} \quad \rho_p(x \pm L, y \pm L) = \rho_p(x, y), \quad \forall (x, y) \in \Omega.$$

(iii) The support of the source $f$ is contained in $\Omega'$.

It is well known that this problem admits a unique solution in $H^1(\Lambda, \Omega')$, the closed subspace of functions in $H^1(\Omega)$ whose laplacian is in $L^2(\Omega)$.

**Remark 1** (Extension). The method developed in this article can be easily extended to more general elliptic operator $u \mapsto \nabla \cdot (\mu \nabla u)$ where $\mu$ is a compact perturbation of a periodic function.

The domain $\Omega'$ can also be more complex, containing for example a periodic set of holes. In this case we have simply to ensure that the boundary conditions at the holes are compatible with the periodicity of the problem.

In [1], we have characterized the restriction of the solution $u$ to $\Omega'$ as the solution of (P) in $\Omega'$ with boundary conditions of the form:

$$\partial_n u + A u = 0 \quad \text{on} \quad \Sigma',$$

where $\mathbf{n}'$ is the exterior normal to $\Omega'$ and

$$\Lambda \in \mathcal{L}(D, N')$$

where $D$ (resp. $N'$) is the space of Dirichlet (resp. Neumann) data on $\Sigma'$;

$$D := H^{1/2}(\Sigma'), \quad N' := H^{-1/2}(\Sigma'),$$

is a transparent DtN operator. In [1], we have also provided a method for the construction of this operator (see Section 2 of this paper for a recap). Our goal is to explain how to compute in practice an approximation of the DtN operator and then the solution of (P).

For the sake of simplicity, we shall restrict ourselves to doubly symmetric media (see however the appendix B of [1] for the extension to the general case) which correspond to the following assumptions (see Fig. 2(b) for examples of periodic functions with double symmetry).

(H1) the periodicity cell $\mathcal{C}$ and the boundary $\Sigma'$ present a double symmetry: is invariant by the symmetries with respect to $D_1 = \{(x, y) : x = y\} (S_1)$ and $D_1 = \{(x, y) : x = -y\} (S_{-1})$ (see Fig. 2(a)).

(H2) the restriction of $\rho_p$ to $\mathcal{C}$ is with double symmetry i.e.

$$\rho_p = \rho_p \circ S_1 = \rho_p \circ S_{-1}.$$
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This article is organized as follows. We will remind in Section 2 all what is needed from [1] to understand the present paper. Section 3 deals with the discretization of the problem and the numerical methods used for the resolution of the various discrete problems. It contains in particular an appropriate discretization of a non-classical operator valued integral equation (one of the most original part of the article). Section 4 is devoted to numerical results and Section 5 to give some conclusions and perspectives.

2. Resolution of the Helmholtz problem with absorption in a locally perturbed periodic plane: a recap of the main results from [1]

Instead of solving (P) which is posed in the infinite domain \( \Omega = \mathbb{R}^2 \), a classical idea is to characterize the restriction of the solution to \( \Omega' \) as the solution of the following problem posed in \( \Omega' \):

\[
\begin{align*}
-\Delta u' - \rho (\omega^2 + i\omega) u' &= f & \text{in } \Omega', \\
\partial_n u' + \lambda u' &= 0 & \text{on } \Sigma',
\end{align*}
\]

(P\text{'})

where \( \lambda \) is the exterior normal to \( \Omega' \) and \( \lambda \) is the DtN operator defined by

\[
\lambda : H^{1/2}(\Sigma') \to H^{-1/2}(\Sigma'),
\]

\[
\phi \mapsto \lambda \phi = -\partial_n u'(\phi)|_{\Sigma'},
\]

where \( u'(\phi) \in H^1(\Delta, \Omega') \) is the unique solution of the problem posed on \( \Omega' \) with Dirichlet conditions

\[
\begin{align*}
-\Delta u' - \rho_p(\omega^2 + i\omega) u' &= 0 & \text{in } \Omega', \\
\partial_n u' &= \phi & \text{on } \Sigma'.
\end{align*}
\]

(P\text{'})

The notation \( u'(\phi) \) indicates the dependence of the solution to (P\text{'}) on the Dirichlet boundary data.

The whole problem can then be solved in three main steps:

1. The construction of \( \lambda \) (see Sections 2.1, 2.2 and 2.3);
2. The resolution of the interior problem;
3. The reconstruction of the solution in the whole domain (see Section 2.5).

2.1. Bloch diagonalization of the DtN operator in doubly symmetric media

As a real function can be decomposed as the sum of an odd and an even function, a function defined in a set with double symmetry (\( \Sigma' \) or \( \Omega' \)) can be decomposed as the sum of four functions, each one being symmetric and/or antisymmetric with respect to \( D_1 \) or \( D_{-1} \). More precisely, for \( H = H^1(\Delta, \Omega'), H^{1/2}(\Sigma') \) or \( H^{-1/2}(\Sigma') \) we have

\[
H = H_{(s,s)} \oplus H_{(s,a)} \oplus H_{(a,s)} \oplus H_{(a,a)},
\]

(3)

where, given \( e_s = 1 \) and \( e_a = -1 \),

\[
\forall (p, q) \in \{ s, a \}^2, \quad H_{(p,q)} = \{ \nu \in H, \ \nu = e_p

\nu \circ S_1 = e_q \nu \circ S_{-1} \}\}
We give below, without any justifications (which can be found in [1,24]) a decomposition of the operator $e$

2.2. A constructive method for the DtN operator $A(p,q)$

In the following, see Fig. 3, $\Sigma_0$ will denote the vertical right side of $\Sigma_i$. Note that, by symmetry, any element of $D_{p,q}$ is completely determined by its restriction to $\Sigma_0$. We shall also set

$$\tilde{\Sigma} = \tilde{\Sigma}^- \cup \Sigma_0 \cup \tilde{\Sigma}^+$$

(that can be identified to the $y$ real line),

where $\tilde{\Sigma}^+$ and $\tilde{\Sigma}^-$ are the two vertical half-lines in Fig. 3. An essential technical tool is the partial Floquet–Bloch transform in the $y$-variable, whose definition is recalled in Appendix A. It will be denoted $\mathcal{F}_y$. Let us simply mention here that $\mathcal{F}_y$ transforms a function of $y \in \mathbb{R}$ into a function of $(y, k_y) \in \kappa$ ($k_y$ is by definition the dual variable of $y$) where $\kappa$ denotes the rectangle

$$\kappa = \Sigma_0 \times [\pi/L, \pi/L].$$

We give below, without any justifications (which can be found in [1,24]) a decomposition of the operator $A_{p,q}$ that will be used for the numerical justification. This decomposition involves the introduction of new operators that will be defined in Section 2.3. Some useful explanations about this decomposition will be however given in Section 2.4.

The passage from $\varphi$ to $A_{p,q} \varphi$ can be decomposed into three steps:

$$A_{p,q} : \varphi(y) \hookrightarrow \tilde{\psi}_{p,q}(y, k_y) \xrightarrow{\tilde{\delta}_{p,q}} \tilde{\partial}_{p,q}(y, k_y) \xrightarrow{A^a} \tilde{\varphi}(y) \xrightarrow{R_{q,p}} A_{p,q} \varphi(y),$$

Fig. 3. 2D-plane medium.
which corresponds to the following factorization of $A_{(p,q)}$

$$A_{(p,q)} = \tilde{R}_{(p,q)} \circ \tilde{A}^H \circ \tilde{D}_{(p,q)}$$

into the product of three operators

$$\tilde{D}_{(p,q)} \in \mathcal{L}(D_{(p,q)}, D_{(p,q)}) \quad \tilde{A}^H \in \mathcal{L}(D_{(p,q)}, N_{(p,q)}) \quad \tilde{R}_{(p,q)} \in \mathcal{L}(N_{(p,q)}, N_{(p,q)})$$

where the intermediate spaces $D_{(p,q)} := \mathcal{F}_y(H^{1/2}(\Sigma))$ and $N_{(p,q)} = \mathcal{F}_y(H^{-1/2}(\Sigma))$ are spaces of (generalized) functions on $\Sigma$, that are described in more detail in Appendix A and satisfy

$$D_{(p,q)} \subset L^2(\Sigma) \subset N_{(p,q)}$$. $N_{(p,q)}$ is the dual space of $D_{(p,q)}$.

The three steps of (6) consist of (see Fig. 4)

1. $\hat{\psi}_{(p,q)} = \tilde{D}_{(p,q)} \hat{\varphi} \in D_{(p,q)}$ is the unique solution of the integral equation in $\psi$:

$$\begin{align*}
& (i) \quad \hat{\psi}(\cdot, k_x) - \frac{1}{\pi} \int_{-\pi/L}^{\pi/L} K_{(p,q)}(k_x, k_y) \hat{\psi}(\cdot, k_y) : dk_y = 0, \\
& (ii) \quad \sqrt{\frac{L}{2\pi}} \int_{-\pi/L}^{\pi/L} \hat{\psi}(\cdot, k_x) : dk_x = \hat{\varphi}(\cdot)_{\Sigma_0},
\end{align*}$$

where the data appears in the affine constraint (ii) and where the kernel $K_{(p,q)}(k_x, k_y)$ is for each $(k_x, k_y)$ an operator defined in Section 2.3.3.

2. $\hat{\varphi}_{(p,q)} = \tilde{A}^H \hat{\psi}_{(p,q)} \in N_{(p,q)}$ is given by the expression:

$$\forall k_y \in \pi/L, \pi/L, \hat{\varphi}_{(p,q)}(\cdot, k_y) = A^H(k_y) \hat{\psi}_{(p,q)}(\cdot; k_y),$$

where $A^H(k_y)$ is for each $k_y$ the DtN operator for a periodic half waveguide problem with $k_y$-quasi periodic conditions (see Section 2.3.2).

3. $A_{(p,q)} \varphi = R_{(p,q)} \hat{\varphi}_{(p,q)} \in N_{(p,q)}$ is first defined via its restriction to $\Sigma_0$:

$$A_{(p,q)} \varphi|_{\Sigma_0} = \tilde{R}_{(p,q)} \hat{\varphi}_{(p,q)} := \sqrt{\frac{L}{2\pi}} \int_{-\pi/L}^{\pi/L} \hat{\varphi}_{(p,q)}(\cdot, k_y) dk_y$$

and reconstructed over all $\Sigma^i$ according to the $(p,q)$ symmetries.

2.3. Construction of the operators $K_{(p,q)}(k_x, k_y)$ and $A^H(k_y)$

We describe in this section the definition and properties of the operators involved in the steps (1) and (2) of the above decomposition algorithm. A basic ingredient is the resolution of local problems posed only on a periodicity cell [(11)] that we present in the next subsection.

We refer to Fig. 5 for the notation used in this section. Note that we use the same notation $\Sigma_0$ for the left vertical side of $C$ and the right vertical side of $\Sigma$, (see section S) which can be both identified to a segment of length $L$. The definition of the spaces $H^{1/2}_{k_y}(\Sigma_0)$ of $k_y$-quasi-periodic $H^{1/2}$ functions on $\Sigma_0$ is given in the appendix.

2.3.1. Elementary cell problems

For $k_y \in \pi/L, \pi/L$ and $\psi \in H^{1/2}_{k_y}(\Sigma_0)$ (see appendix for the definition), let

$$e^{\psi}(k_y; \psi) \quad \text{and} \quad e^{1}(k_y; \psi)$$

be the unique solutions in $H^1(C)$ of the following elementary cell problems:

$$-\Delta e^{\psi} - \rho_p(\alpha^2 + i\varepsilon) e = 0, \quad \text{in } C, \tag{10}$$

satisfying $k_y$ quasi-periodic boundary conditions on $\Sigma^i$ and $\Sigma_i^r$:

$$e^{\psi}_{|\Sigma^i} = e^{k_y k} e^{\psi}_{|\Sigma^i}, \quad \text{and} \quad (\partial_{\nu} e^{\psi})_{|\Sigma^i} = e^{k_y k} \cdot (\partial_{\nu} e^{\psi})_{|\Sigma^i}. \tag{11}$$

\[\text{Fig. 4. Factorization of } A_{(p,q)} \text{ (see (6)).}\]
and non homogeneous Dirichlet conditions on $\Sigma_0$ and $\Sigma_1$:

$$e^0|_{\Sigma_0} = \psi \quad \text{and} \quad e^0|_{\Sigma_1} = 0, \quad e^1|_{\Sigma_0} = 0 \quad \text{and} \quad e^1|_{\Sigma_1} = \psi. \quad (12)$$

We define then the four local DtN operators

$$T^i(k_y) \in \mathcal{L} \left( H^{1/2}_0(\Sigma_0), H^{-1/2}_0(\Sigma_0) \right), \quad (i,j) \in \{0,1\}^2$$

as follows ($\Sigma_1$ being implicitly identified to $\Sigma_0$)

$$T^{00}(k_y)\psi = -\partial_x e^0(k_y; \psi)|_{\Sigma_0}, \quad T^{01}(k_y)\psi = \partial_x e^0(k_y; \psi)|_{\Sigma_1},$$

$$T^{10}(k_y)\psi = -\partial_x e^1(k_y; \psi)|_{\Sigma_0}, \quad T^{11}(k_y)\psi = \partial_x e^1(k_y; \psi)|_{\Sigma_1}. \quad (13)$$

We also define four local DtD operators

$$D^{\pm}(k_y) \in \mathcal{L} \left( H^{1/2}_0(\Sigma_0), H^{-1/2}_0(\Sigma_0) \right), \quad \epsilon \in \{0,1\}$$

by taking the traces of $e^\epsilon(k_y; \psi)$ on $\Sigma_1^\pm$. Formally

$$D^{\pm}(k_y)\psi \equiv e^\epsilon(k_y; \psi)|_{\Sigma_1^\pm}. \quad (14)$$

The above equality being understood modulo the identification of $\Sigma_0$ with $\Sigma_1^\pm$ and an orientation of $\Sigma_1^\pm$ illustrated by Fig. 6. More precisely, (14) means ($\Sigma_0$ being implicitly identified to $[-L/2,L/2]$)

$$\begin{align*}
D^{+}(k_y)\psi(y) &= \left[ e^\epsilon(k_y; \psi) \right](L-y, -L/2), \\
D^{+}(k_y)\psi(y) &= \left[ e^\epsilon(k_y; \psi) \right](y, L/2).
\end{align*} \quad (15)$$

2.3.2. Characterization of the half-waveguide DtN operator $A^W(k_y)$

The construction of the operator

$$A^W(k_y) \in \mathcal{L} \left( H^{1/2}_0(\Sigma_0), H^{-1/2}_0(\Sigma_0) \right)$$

is based on the determination of propagation operators $P(k_y)$ (see [1] for more details). For each $k_y$, the operator $P(k_y)$ is characterized as the unique compact operator (the notation $\mathcal{K}(H)$ holds for the space of compact operators in an Hilbert space $H$)

$$P(k_y) \in \mathcal{K} \left( H^{1/2}_0(\Sigma_0) \right)$$

whose spectral radius satisfies the condition

$$\rho(P(k_y)) < 1$$

and which solves the stationary Riccati equation:

$$T^{00}(k_y)P(k_y)^2 + \left( T^{00}(k_y) + T^{11}(k_y) \right)P(k_y) + T^{01}(k_y) = 0. \quad (16)$$

Fig. 6. The local DtN operators $T^\pm_{k_y}$ and the local DtD operators $D^{\pm}(k_y).$
where the operators $T^\theta(k_y)$ are the local DtN operators defined in (13).

Then $A^\theta(k_y)$ is given by

$$A^\theta(k_y) = T^0(k_y) + T^1(k_y)P(k_y).$$

(17)

2.3.3. Definition of the kernels $K_{(p,q)}$

For each $(k_x,k_y)$ the kernel $K_{(p,q)}(k_x,k_y)$ is defined by, setting $\epsilon_a = 1$ and $\epsilon_a = -1$,

$$K_{(p,q)}(k_x,k_y) = 1 + \epsilon_a K^i(k_x,k_y) + \epsilon_b K^e(k_x,k_y),$$

(18)

where

$$K^\pm(k_x,k_y) = e^{\pm ik_x} \left( D^{0,\pm}(k_y) + D^{1,\pm}(k_y)P(k_y) \right) (I - P(k_y)e^{\pm ik_y})^{-1},$$

where the operators $D^{0,\pm}(k_y)$ are the local DtD operators defined in (14).

Let us remark that the operator $I - P(k_y)e^{\pm ik_y}$ is invertible since the spectral radius of $P(k_y)$ is strictly less than 1 (which is moreover true uniformly in $k_y$—see [1, 24] for more details).

2.4. More details on the factorization

The key idea given in [1] to obtain the factorization (6) is another factorization of $A_{(p,q)}$ in (1) as

$$A_{(p,q)} = D_{(p,q)} \circ A^H \circ R_{(p,q)},$$

(19)

where

- $D_{(p,q)} \in \mathcal{L}(D_{(p,q)},H^{1/2}(\Sigma))$ is a Dirichlet to Dirichlet operator defined as
  $$D_{(p,q)}\varphi = u^H(\varphi)|_{\Sigma},$$
  where $u^H(\varphi)$ is the solution of (P$^H$). It can be seen as an extension operator from $\Sigma_0$ to $\tilde{\Sigma}$ since $u^c(\varphi) = \varphi$ on $\Sigma$.

- $A^H \in \mathcal{L}(H^{1/2}(\tilde{\Sigma}),H^{-1/2}(\Sigma))$ is the halfspace DtN operator:
  $$A^H\psi = -\partial_y u^H(\psi)|_{\tilde{\Sigma}},$$
  where $u^H := u^H(\psi)$ is the solution of the halfspace problem in $\Omega^H$
  $$\begin{align*}
  &[-\Delta u^H - \rho_\Sigma(\omega^2 + i\omega)]u^H = 0 \quad \text{in } \Omega^H, \\
  &u^H = \psi \quad \text{on } \tilde{\Sigma},
  \end{align*}$$
  (P$^H$)

- $R_{(p,q)} \in \mathcal{L}(H^{-1/2}(\Sigma),N_{(p,q)})$ is simply the restriction extension operator on $\Sigma_0$:
  $$R_{(p,q)}\theta|_{\Sigma_0} = 0|_{\Sigma_0}$$
  (20)

and is extended to all $\Sigma^i$ according to the $(p,q)$ symmetries.

To obtain the factorization (19) it suffices to remark that, by construction of $D_{(p,q)}$

$$u^c(\varphi)|_{\Sigma^i} = u^H(D_{(p,q)}\varphi).$$

(21)

The link between the two factorizations (6) and (19) is simply related to the introduction of the Floquet–Bloch transform as an intermediate operator, which is useful from the computational point of view. More precisely we have:

$$\tilde{D}_{(p,q)} = F_y D_{(p,q)}, \quad \tilde{A}^H = F_y A^H F_y^{-1}, \quad \tilde{R}_{(p,q)} = R_{(p,q)}F_y^{-1}.$$  (22)

The link between $A^H$ and $\tilde{A}^H$ is obtained by applying the partial Floquet–Bloch transform in $y$ to the solution of the half-space problem (P$^H$), which reduces it to a family (indexed by $k_y$) of half-waveguide problems with $k_y$-quasi-periodic conditions. This establishes the link between the half-space DtN operator and the half-waveguide DtN operators $A^\theta(k_y)$ defined in section, through the formula (8).

If one denotes $\theta$ the Floquet–Bloch transform of $\varphi$, (9) is nothing but (20) expressed in terms of Floquet–Bloch transforms. This enlightens the last equality of (22).

Much less trivial is the link between $D_{(p,q)}$ and $\tilde{D}_{(p,q)}$ (and thus the integral equation and the kernels). Let us give the main ideas in the symmetric case $(p,q) = (s,s)$ which is simpler to explain. The key point is the obtention of an equation that characterizes $D_{(s,s)}\varphi$ for a given doubly symmetric function $\varphi$. To get this equation it is useful to introduce the broken

$$D_{(s,s)}\varphi = F_y D_{(s,s)}\varphi.$$
line $\Sigma$ represented in Fig. 7, that can be trivially identified to the straight line $\Sigma$. Reminding that the solution $u^f (\varphi)$ of the exterior problem is doubly symmetric, we have

$$u^f(\varphi)|_{\Sigma} = u^s(\varphi)|_{\Sigma}$$

(modulo the identification of $\Sigma$ with $\Sigma$)

namely, using (21) and the boundary condition in (Pi) (with $\psi = D_{(s,a)} \varphi$)

$$D_{(s,a)} \varphi|_{\Sigma} = u^f(D_{(s,a)} \varphi)|_{\Sigma},$$

(23)

which is a homogeneous linear equation in $D_{(s,a)} \varphi$ that we can complete with the affine constraint

$$D_{(s,a)} \varphi|_{\Sigma^e} = \varphi|_{\Sigma^e},$$

(24)

which expresses nothing but $u^s(\varphi) = \varphi$ on $\Sigma^e$.

Which is less obvious, but true, is that (23), (24) characterize $D_{(s,a)} \varphi$.

Finally, denoting $\psi = D_{(s,a)} \varphi$ and $\hat{\psi}$ denotes its Fourier–Bloch transform, we obtain, by applying the Fourier–Bloch transform to (23), (24) (this is a more involved computation detailed in [1,24]), the equation $(E_{(s,a)}(\varphi))$ with the kernel $K_{(s,a)}$ given by (18). More precisely (23) leads to (i) and (24) to (ii).

2.5. Algorithm for the computation of the solution

2.5.1. Algorithm for the construction of the DtN operator $A$

1. Resolution of the cell problems

(i) For each $k_p$, solve the cell problems (10)–(12) and compute the local DtN operators $T^h(k_p)$ as well as the local DtD operators $D^h(k_p)$ (see (13) and (14)).

(ii) For each $k_p$, determine of the propagation operator $P(k_p)$ solving the stationary Riccati equation (16).

2. Construction of $A_{(p,q)}$ for each $(p,q) \in \{s,a\}^2$

(i) Build the operator $\hat{D}_{(p,q)}$ by solving $(E_{(p,q)}(\varphi))$ for each $\varphi \in H^{1/2}_{(p,q)}(\Sigma^e)$.

(ii) Construct $A^h$ using (8).

(iii) Construct $A_{(p,q)}$ using (6).

3. Determination of the DtN operator $A$ from (5).

2.5.2. Algorithm for the numerical computation of the solution

Once the DtN operator $A$ is computed, the interior problem (Pi) with the exact boundary conditions can be solved. As a by-product, the methods allows to compute the solution $u$ of (P) outside the bounded region $\Omega^e$, and defined, thanks to the solutions of the interior and exterior problems, by

$$\begin{align*}
  &u = u^i, \quad \text{in } \Omega^i, \\
  &u = u^s(\varphi^i), \quad \text{in } \Omega^e, \quad \text{with } \varphi^i = u^i|_{\Sigma^e},
\end{align*}$$

where $u^i$ is the solution of (Pi) and $u^s$ is the solution of (Pe). Indeed, it suffices to use the following algorithm of reconstruction using essentially the solution $u^h$ of halfspace problems (Pi) and the DtD operators $D_{(p,q)}$ involved in the characterization of $A$ (see Section 2.4).

1. Thanks to the decomposition (3) of Section 2.1, $\varphi^i$ can be decomposed by

$$\varphi^i = \sum_{(p,q) \in \{s,a\}^2} \varphi_{(p,q)}^i \quad \text{with } \forall (p,q) \in \{s,a\}^2, \quad \varphi_{(p,q)}^i \in H^{1/2}_{(p,q)}(\Sigma^e).$$

2. We build $\hat{\psi}_{(p,q)} = \hat{D}_{(p,q)} \varphi_{(p,q)}^i$ and by definition of the DtD operator $D_{(p,q)}$

$$\forall (p,q) \in \{s,a\}^2, \quad \mathcal{F}_y \left( u^s(\varphi_{(p,q)}^i) \right|_{\Sigma^e} \right) = \hat{\psi}_{(p,q)}.$$
3. The restriction of the exterior solution $u^r(q^l_{p,q})$ in the right halfspace $Q^R$
\hspace{1cm} $u^r(q^l_{p,q}) = u^r\left(\phi^l_{p,q}\right)|_{Q^R}$, where $\Omega^H = \bigcup_{m,n \in \mathbb{Z}} C_{nm}$ and $C_{nm} = \Omega^H + (nL, mL)$

\hspace{1cm} can be computed semi-analytically (see [1] for details): $\forall n \in \mathbb{N^+}$, $\forall m \in \mathbb{Z}$
\hspace{1cm} $u^r\left(\phi^l_{p,q}\right)|_{C_{nm}} = \sqrt{\frac{L}{2\pi}} \int_{-\pi}^{\pi} \left[ e^{i(k_0 P_{k_0}^{-1} k_0 \psi(\cdot, k_0))} + e^{i(k_0 P_{k_0}^{-1} k_0 \psi(\cdot, k_0))} \right] e^{imk_0} dk_0$

4. By symmetry arguments, we build
\hspace{1cm} $\forall (p, q) \in \{s, a\}^2$, $u^r(q^l_{p,q}) = \begin{cases} u^r_{p,q} & \text{in } \Omega^H, \\
\varepsilon_q S_1 \left( u^r_{p,q} \right) & \text{in } S_1 \Omega^H, \\
\varepsilon_q S_1 \left( u^r_{p,q} \right) & \text{in } S_{-1} \Omega^H, \\
\varepsilon_q \varepsilon_q S_1 \circ S_{-1} \left( u^r_{p,q} \right) & \text{in } S_1 \circ S_{-1} \Omega^H, \end{cases}$

\hspace{1cm} where we have posed $u^r_{p,q} = u^r\left(\phi^l_{p,q}\right)|_{\partial \Omega}$, $\varepsilon_q = 1$, $\varepsilon_q = -1$ and where $S_1$ and $S_{-1}$ are the symmetries defined in Section 1 (in (H1)).

5. By linearity, we have finally
\hspace{1cm} $u^r(q^l) = \sum_{(p, q) \in \{s, a\}^2} u^r(q^l_{p,q})$.

At this stage, we have described the computational algorithm at the continuous level. In practice, we have to work in a discrete setting via a numerical approximation process. This is the objective of the next section.

3. Discretization for the computation of $A$

We propose in this section to construct a discrete version of the transparent DtN operator $A$ in which the spaces $\mathcal{D}$ and $\mathcal{N}$ of Dirichlet and Neumann data (cf. (2)) are replaced by finite dimensional spaces. We start from a 1D mesh $\mathcal{T}_h(\Sigma_0)$ of $\Sigma_0$, with step size $h$ (typically a uniform mesh) devoted to tend to 0. Next, we extend this mesh by symmetry across the lines $D_{k_0}$ into a mesh $\mathcal{T}_h(\Sigma^*)$ of $\Sigma^*$. Given an integer $m \geq 0$, we choose:
\hspace{1cm} $\mathcal{D}_h^{m} = \mathcal{N}_h^{m} \equiv L^2_h(\Sigma^*) := \left\{ \varphi_h \in L^2(\Sigma^*) | \forall S \in \mathcal{T}_h(\Sigma^*), \varphi_h|_S \in P_m \right\}$,

where $P_m$ denotes the space of 1D polynomials of degree less or equal to $m$. This choice will lead to a nonconforming approximation in the sense that $\mathcal{D}_h^{m} \not\subset \mathcal{D}$ but presents the (practical) advantage that linear operators from $\mathcal{D}_h^{m}$ to $\mathcal{N}_h^{m}$ can be manipulated as square matrices.

The construction of the discrete DtN operator will involve an additional approximation parameter linked to the discretization of the Floquet variable:
\hspace{1cm} $\Delta k = 2\pi/NL$,

where $N$ is an integer devoted to tend to $+\infty$. We shall use the letter $h$ to summarize the two approximation parameters
\hspace{1cm} $h = (h, \Delta k)$.

We shall construct the discrete DtN operator as an operator
\hspace{1cm} $A_h \in L(\mathcal{D}_h^{m}, \mathcal{N}_h^{m})$.

Other approximation choices are possible. The one we make here is well adapted to the use of mixed finite elements for the discretization of the interior problem (P'). According to (4) and (5), we shall search $A_h$ in diagonal form with diagonal blocks
\hspace{1cm} $A_h^{m}= L^2_h(\Sigma^*) \cap L^2_{p,q}(\Sigma^*)$

where the spaces
\hspace{1cm} $\mathcal{D}_h^{m}(\Sigma_0) = L^2_h(\Sigma_0) \equiv L^2_h(\Sigma^*) \cap L^2_{p,q}(\Sigma^*)$

are all isomorphic, due to symmetry, to
\hspace{1cm} $L^2_h(\Sigma_0) := \left\{ \varphi_h \in L^2(\Sigma_0), \forall S \in \mathcal{T}_h(\Sigma_0), \varphi_h|_S \in P_m \right\}$

\hspace{1cm} (25)
namely the spaces of restrictions to \(\Sigma_0\) of functions in \(L^2(\Sigma)\).

According to (6) and (7), we look for \(A^{h}_{(p,q)}\) in the form
\[
A^{h}_{(p,q)} = \tilde{R}^{h}_{(p,q)} \circ \tilde{A}^{h}_{\Sigma} \circ \tilde{D}^{h}_{(p,q)},
\]
where \(\tilde{D}^{h}_{(p,q)} \in \mathcal{L}(\mathcal{D}^{h}_{(p,q)}, \mathcal{N}^{h}_{(p,q)})\), \(\tilde{A}^{h}_{\Sigma} \in \mathcal{L}(\mathcal{N}^{h}_{\Sigma}, \mathcal{N}^{h}_{(p,q)})\), and \(\tilde{R}^{h}_{(p,q)} \in \mathcal{L}(\mathcal{D}^{h}_{(p,q)}, \mathcal{N}^{h}_{(p,q)})\),

(26)

where \(\mathcal{D}^{h}_{(p,q)}\) and \(\mathcal{N}^{h}_{(p,q)}\) are finite dimension approximation spaces for \(\mathcal{D}^{h}_{(p,q)}\) and \(\mathcal{N}^{h}_{(p,q)}\).

According to the definition of \(\mathcal{D}^{h}_{(p,q)}\) and \(\mathcal{N}^{h}_{(p,q)}\) (see the appendix), their discretization relies on discrete approximation of the spaces
\[
H^{1/2}_{N} (\Sigma_0) \quad \text{and} \quad H^{-1/2}_{N} (\Sigma_0)
\]
that also appear in the definition of the waveguide DtN operators \(A^{\infty}(k_y)\). Consistently with (25), we choose the same approximation space, namely \(L^2(\Sigma_0)\). This leads to
\[
\mathcal{D}^{h}_{(p,q)} \equiv \mathcal{N}^{h}_{(p,q)} \equiv L^2_{N}(\mathbb{R}) \subset L^2(\mathbb{R}),
\]
where \(q \geq 0\) denoting a given integer, and reminding that \(N = 2\pi/(L\Delta k)\)
\[
L^2_{N}(\mathbb{R}) = \text{span} \left\{ \phi_h(y) \hat{\psi}_N(k_y) : \phi_h \in L^2_{N}(\Sigma_0), \hat{\psi}_N \in L^2_{N}(\left[ -\frac{\pi}{L}, \frac{\pi}{L} \right]) \right\},
\]
where we use a uniform mesh \(k_i = \Delta k; 0 \leq i \leq N\) for the discretization of \(k_y\), and
\[
L^2_{N}(\left[ -\frac{\pi}{L}, \frac{\pi}{L} \right]) = \left\{ \hat{\psi}_N \in L^2(\left[ -\frac{\pi}{L}, \frac{\pi}{L} \right]) : \forall \xi \leq N, \hat{\psi}_N|_{[k_i, k_{i+1}]} \in \mathcal{P}_q \right\}.
\]

Note that \(L^2_{N}(\mathbb{R})\) is naturally generated by tensor products basis functions (see (50)).

Again, this corresponds to a non conforming approximation for \(\mathcal{D}^{h}_{(p,q)}\). In particular, the \(k_y\) quasi-periodicity, that appears for instance in the waveguide problems, is not taken in the approximation spaces but in the weak formulations of the problems, which has many practical advantages.

Concerning the various discrete operators appearing in (26)

- The operator \(\tilde{R}^{h}_{(p,q)}\) is nothing but the restriction of \(\tilde{R}(\cdot, \cdot, k_y)\) to \(\mathcal{N}^{h}_{(p,q)} \subset \mathcal{N}^{h}_{(p,q)}\). Then it suffices to apply the formula (9) and no approximation process is involved. Note that the piecwise polynomial dependence in \(y\) is preserved by \(k_y\)-integration and that the integral appearing in (9) can be computed exactly thanks to the piecewise polynomial dependence in \(k_y\).

- The operator \(\tilde{A}^{h}_{\Sigma}\) is defined by a Galerkin approach to Eq. (8).

More precisely, for any \(\hat{\psi}_N \in L^2_{N}(\mathbb{R})\), \(\tilde{A}^{h}_{\Sigma} \hat{\psi}_N \in L^2_{N}(\mathbb{R})\) is defined as
\[
\int_{\mathbb{R}} \left( \tilde{A}^{h}_{\Sigma} \hat{\psi}_N \right)(\cdot, k_y) \hat{\psi}_N(\cdot, k_y) dy dk_y = \int_{\mathbb{R}} A^{\infty}(k_y) \left[ \hat{\psi}_N(\cdot, k_y) \right] \hat{\psi}_N(\cdot, k_y) dy dk_y, \quad \forall \hat{\psi}_N \in L^2_{N}(\mathbb{R}),
\]
where \(A^{\infty}(k_y) \in \mathcal{L}(L^2_{N}(\Sigma_0))\) is a discrete equivalent of the DtN waveguide operator \(A^{\infty}(k_y)\) and given, according to (17) by
\[
A^{\infty}(k_y) = T^0(k_y) + T^h(k_y) P_0(k_y).
\]

In the above formula the operators \(T^0(k_y)\) (resp. \(P_0(k_y)\)) belong to \(\mathcal{L}(L^2_{N}(\Sigma_0))\) and are discrete equivalents of the local DtN operators \(T^h(k_y)\) – see Section 3.1.1 – (resp. the propagator \(P_0(k_y)\) – see Section 3.1.2). Their construction relies on a numerical approximation of the local cell problems (10)–(12) and the Riccati Eq. (16). This will be explained in Section 3.1.

Note that, in practice, due to the piecewise polynomial nature (in \(k_y\)) of functions in \(L^2_{N}(\mathbb{R})\), the left hand side of (29) can be evaluated using appropriate quadrature formulas (depending on the degree \(q\)) inside each segment \([k_i, k_{i+1}]\). For the right hand side, since the dependency in \(k_y\) of \(A^{\infty}(k_y)\) is not known analytically (and certainly not polynomial) the integral in \(k_y\) has to be approximated using the same quadrature approach as for the left hand side. This only requires to evaluate \(A^{\infty}(k_y)\) only for discrete values of \(k_y\) corresponding to the quadrature points. We shall not come back in detail to this aspect of the approximation process (see however the Section 3.2.2 where similar techniques have to be applied).

- For each \((p,q)\), the operator
\[
\tilde{D}^{h}_{(p,q)} \in \mathcal{L}(\mathcal{D}^{h}_{(p,q)}, \mathcal{D}^{h}_{(p,q)})
\]
will be defined via a numerical discretization of the problems defining \(E_{(p,q)}(\varphi)\) for a given \(\varphi\). This implies in particular to construct discrete equivalents
\[
K^{h}_{(p,q)}(k_y, k_y) \in \mathcal{L}(L^2_{N}(\Sigma_0))
\]
of the operators \(K^{h}_{(p,q)}(k_y, k_y)\) using the formula (18). This requires then to construct discrete equivalent
\[
D^{h}_{(p,q)}(k_y) \in \mathcal{L}(L^2_{N}(\Sigma_0))
\]
of the DtD operators $D^{+\pm}(k_\nu)$ which also relies on the numerical approximation of the local cell problems (10)–(12) (see (14)). This will be explained in Sections 3.1 and 3.2.2.

The essential difficulties and computationally involved steps of our approach are thus concentrated in the numerical approximation of the local cell problems (10)–(12) (and the related construction of the discrete local DtN and DtD operators), the construction of the discrete propagator and the numerical approximation of the problems $(E_{\varphi q}(\phi))$.

3.1. Discrete approximation of the DtN operator $A^{\omega}(k_\nu)$

3.1.1. Discretization of the local cell problems

The basic ingredient is the discretization of the local cell problem (10)–(12) (when $\psi$ belongs to the discrete space $L^2_i(C)$, reason why we denote $\psi_h$ in what follows). We first reformulate it as a first order system in

$$(e', g') := (e'(k_\nu, \psi), g'(k_\nu, \psi)) \quad \text{with} \quad g' := -\nabla e'$$

and use a classical mixed variational formulation of this problem in which $e'$ is searched in $L^2(C)$ and $g'$ is searched in $H_{\text{div}}(C)$.

As all of this is standard, we omit the details and will simply give the equations at the discrete level (cf (31)). For the discretization, we consider a doubly symmetric triangular mesh $T_n(C)$ whose trace on $\partial C \equiv \Sigma'$ coincides with the 1D mesh $T_n(\Sigma')$ (cf the beginning of Section 3). The approximate field $\psi_h$ will be searched in the space $L^2_i(C)$ of discontinuous functions which are piecewise polynomial functions of degree $k$ and the approximate field $g_h$ will be searched in a subspace of $H_{\text{div}}(C) \subset H(\text{div}, C)$ constructed with Raviart–Thomas finite elements of degree $m$ (we mean that $m$ is the polynomial degree of the divergence of the vector fields, see [25,26] for more information) on the mesh $T_n(C)$. The important property is the trace property (here $n$ denotes the outgoing normal vector to $\Sigma'$):

$$\left\{ g_h \cdot n, \ g_h \in H_{\text{div}}(C) \right\} = L^2_i(\partial C).$$

Our approximation space will be obtained by simply adding the $k_\nu$ quasi-periodicity condition in the $y$-direction, namely, identifying $\Sigma_+^1$ and $\Sigma_1$:

$$H_{\text{div}, h}^i(C) = \left\{ g_h \in H_{\text{div}, h}(C), \ |g_h|_{\Sigma_1^1} = e^{ik_\nu} g_h \cdot n |_{\Sigma_1^1} \right\}.$$

The discrete variational problem reads

$$\left\{ \begin{array}{ll}
\int_C (\text{div} g_h + (\omega^2 + i\omega) \varepsilon_h') \varepsilon_h \, dx = 0, & \forall \varepsilon_h \in L^2_i(C), \\
\int_C (g_h \cdot \varepsilon_h + e_h' \text{div} g_h') \, dx = \int_{\Sigma_1} \psi_h \cdot \varepsilon_h \cdot n \, d\sigma, & \forall g_h \in H_{\text{div}, h}^i(C). \end{array} \right.$$ (31)

We define the discrete local DtN operators $T_h^i(k_\nu)$

$$\left\{ \begin{array}{ll}
T_h^{00}(k_\nu) \psi_h = g_h^0(k_\nu; \psi_h) \cdot n |_{\Sigma_1}, & T_h^{11}(k_\nu) \psi_h = g_h^1(k_\nu; \psi_h) \cdot n |_{\Sigma_1}, \\
T_h^{01}(k_\nu) \psi_h = g_h^1(k_\nu; \psi_h) \cdot n |_{\Sigma_1}, & T_h^{10}(k_\nu) \psi_h = g_h^0(k_\nu; \psi_h) \cdot n |_{\Sigma_1}. \end{array} \right.$$

Thanks to (30) and the definition of $L^2_i(\Sigma_0)$, one easily checks that:

$$T_h^i(k_\nu) \in \mathcal{L}(L^2_i(\Sigma_0)), \quad (i,j) \in \{0,1\}^2.$$

To define the discrete equivalent of the DtD operators $D^{\pm}(k_\nu)$, according to (14), we need to take the traces of $e_h^i$ on the boundaries $\Sigma_1^+$. This can only be done in a weak sense.

More precisely, we define the trace of $e_h^i$ on $\partial C$ by:

$$\forall g_h \in H_{\text{div}, h}^i(C), \quad \int_{\partial C} (e_h^i |_{\partial C}) g_h \cdot n \, d\sigma = \int_C (g_h \cdot \varepsilon_h + e_h' \text{div} g_h') \, dx,$$

which defines completely $e_h^i |_{\partial C}$ thanks to (30). Then it suffices to define

$$D_h^{\pm}(k_\nu) \psi := e_h^i(k_\nu; \psi) \big|_{\Sigma_1^+},$$

where the equality has to be understood in the sense of (15). By construction

$$D_h^{\pm}(k_\nu) \in \mathcal{L}(L^2_i(\Sigma_0)), \quad (i,j) \in \{0,1\}^2.$$

3.1.2. The operators $P_h(k_\nu)$ and $A^{\omega}(k_\nu)$

According to Section 2.3.2, a natural idea to define the discrete propagator $P_h(k_\nu)$ is to solve the following problem

$$\text{Find } P_h(k_\nu) \in \mathcal{L}(L^2_i(\Sigma_0)) \text{ such that } \rho(P_h(k_\nu)) < 1 \text{ and } T_h(k_\nu, P_h(k_\nu)) = 0.$$

(32)
where
\[ \forall X \in L^2(\Sigma_0^1), \quad T_h(k_\gamma, X) := T^{10}_h(k_\gamma)X^2 + (T^{10}_h(k_\gamma) + T^{11}_h(k_\gamma))X + T^{01}_h(k_\gamma), \]
which does characterize \( P^h_0(k_\gamma) \) thanks to the following result.

**Theorem 2.** The problem (32) admits a unique solution \( P^h_0(k_\gamma) \in L^2(\Sigma_0^1) \).

We shall not give here the (long and tedious) proof of this result which follows the lines of the proof of the analogous existence and uniqueness for the continuous problem (cf. [22,24] for the details).

In practice, solving (32) amounts to solve a matrix quadratic equation with a nonlinear constraint on the spectral radius of the matrix. The numerical approach we propose consists in using a Newton’s method, adequately modified to take care of the constraint about the spectral radius. That is why we have proposed a heuristic iterative algorithm where a “projection step” of the set of matrices with spectral radius less or equal than 1, is applied at each step of the algorithm. Starting from the initial guess \( P^0_0(k_\gamma) = 0 \), the sequence \( P^n_0(k_\gamma) \) is defined inductively by:

- Compute \( (\delta P)_h^{n+1} \in L^2(\Sigma_0^1) \) solution of the Lyapunov equation:
  \[ T_h^{10}(k_\gamma)\left( P^n_0(k_\gamma)(\delta P)^{n+1}_h + (\delta P)^{n+1}_h P^n_0(k_\gamma) \right) + \left( T_h^{10}(k_\gamma) + T_h^{11}(k_\gamma) \right)(\delta P)^{n+1}_h = T_h(k_\gamma, P^n_0(k_\gamma)), \]
  where \( T_h(k_\gamma) \) is given by (33).

- Compute \( P^{n+1}_h(k_\gamma) = P^n_0(k_\gamma) - \delta P^{n+1}_h \) (this is the standard Newton’s step).

- If \( \rho\left( P^{n+1}_h(k_\gamma) \right) < 1 \), keep
  \[ P^{n+1}_h(k_\gamma) = P^{n+1}_h(k_\gamma), \]
  if \( \rho\left( P^{n+1}_h(k_\gamma) \right) \geq 1 \), take (this is the projection step)
  \[ P^{n+1}_h(k_\gamma) = \frac{P^{n+1}_h(k_\gamma)}{\rho\left( P^{n+1}_h(k_\gamma) \right)}. \]

The solution \( P^*_0(k_\gamma) \) is expected to be the limit of the sequence \( P^n_0(k_\gamma) \). In practice, we stop the algorithm when \( \|\delta P^{n+1}_h\|/\|P^n_0(k_\gamma)\| \) is small enough.

**Remark 3.** In practice, it appears that the standard Newton’s method always converges to a solution of the equation \( T_h(k_\gamma, X) = 0 \) but the projection step appears essential to catch the good solution, namely the solution of (32).

**Remark 4 (Other method to solve (32)).** To solve (32), one can also think about using a spectral approach: that means looking for the eigenvalues and eigenvectors of \( P^\gamma_0(k_\gamma) \). That leads to the resolution of a matrix quadratic eigenvalue problem. See [22] for more details.

Once, \( P^\gamma_0(k_\gamma) \) is determined, the approximation of the DtN operator \( \Lambda^\gamma_h(k_\gamma) \) is obtained by
\[ \Lambda^\gamma_h(k_\gamma) = T_h^{00}(k_\gamma) + T_h^{10}(k_\gamma)P^\gamma_0(k_\gamma) \in L^2(\Sigma_0^1). \]

### 3.2. Approximation of the extension operators

In this section, we explain how we construct the discrete extension operators
\[ \tilde{D}^h_{(p,q)} \in L^2(\mathcal{D}^h_{(p,q)}, \mathcal{D}^h_{(p,q)}) \]
appearing in (26) and (27) as discrete equivalents of the continuous operators \( \tilde{D}_{(p,q)} \).

More precisely, we need to explain how to compute
\[ \tilde{D}^h_{(p,q)} \phi_h \in \mathcal{D}^h_{(p,q)}, \text{ for any } \phi_h \in \mathcal{D}^h_{(p,q)}. \]
This will be done by discretizing the problem \( (E_{(p,q)}(\phi)) \) that defines \( \tilde{D}_{(p,q)} \).

This discretization process will be described in sub Section 3.2.2. This process will rely on a variational formulation of the problem, which is the object of Section 3.2.1.

#### 3.2.1. Variational formulation of the affine equation \( (E_{(p,q)}(\phi)) \)

The main issue in this section is to explain and justify how we treat the affine constraint \( (E_{(p,q)}(\phi)-(ii)) \). Numerically, we wish to apply a Galerkin procedure to approximate the problem \( (E_{(p,q)}(\phi)) \) whose solution is
\[ \dot{\psi} = \dot{\psi}_{(p,q)} := \hat{D}_{(p,q)} \varphi \in D_{qp}. \]

We would like to look for the unknown function in a vector space which amounts to make the condition \((E_{(p,q)}(\varphi) - (ii))\) homogeneous. To do so, we introduce a function satisfying

\[ \psi(\varphi) \in D_{qp}, \text{ such that } \sqrt{\frac{L}{2\pi}} \int_{-\pi/L}^{\pi/L} \left[ \psi(\varphi) \right](\cdot, k_x)dk_x = \varphi|_{\Sigma_0}, \tag{34} \]

In practice to find such function, it is equivalent to take the FBT of a function in \(H^{1/2}(\Sigma)\) which is any extension of the restriction of \(\varphi\) on \(\Sigma_0:\)

\[ \psi(\varphi) = F_p(\psi(\varphi)) \quad \text{with } \psi(\varphi) \in H^{1/2}(\Sigma) \text{ and } \psi(\varphi)|_{\Sigma_0} = \varphi|_{\Sigma_0}. \]

Introducing the new unknown

\[ \tilde{\psi} = \psi - \psi(\varphi) \quad \Rightarrow \hat{D}_{(p,q)} \varphi = \tilde{\psi} + \psi(\varphi), \tag{35} \]

we easily see that it is the unique solution to the problem:

\[
\begin{align*}
\text{Find } & \tilde{\psi}^0 \in D_{qp} \text{ such that } \\
(i) & \tilde{\psi}^0(\cdot, k_x) - \frac{1}{2\pi} \int_{-\pi/L}^{\pi/L} K_{(p,q)}(k_x, k_y)\tilde{\psi}^0(\cdot, k_y)dk_y = \tilde{g}(\varphi)(\cdot, k_x), \\
(ii) & \sqrt{\frac{L}{2\pi}} \int_{-\pi/L}^{\pi/L} \tilde{\psi}^0(\cdot, k_x)dk_x = 0
\end{align*}
\tag{36}
\]

with \(\tilde{g}(\varphi) \in D_{qp}\) given by

\[
\tilde{g}(\varphi)(\cdot, k_x) = -\left[ \left( \psi(\varphi) \right)(\cdot, k_x) - \frac{L}{2\pi} \int_{-\pi/L}^{\pi/L} K_{(p,q)}(k_x, k_y) \left[ \psi(\varphi) \right](\cdot, k_y)dk_y \right].
\tag{37}
\]

To write a variational formulation of (36), it is useful to introduce the space

\[
D^0_{qp} := \left\{ \tilde{\psi}^0 \in D_{qp} \middle| \int_{-\pi/L}^{\pi/L} \tilde{\psi}^0(\cdot, k)dk = 0 \right\}. \tag{38}
\]

In what follows, we shall denote the duality product between \(D_{qp}\) and \(N_{qp}\)

\[
\langle \tilde{\psi}, \tilde{\varphi} \rangle_{qp} := \int_{-\pi/L}^{\pi/L} \left\langle \psi(\cdot, k_x); \varphi(\cdot, k_x) \right\rangle_{k_x}dk_x,
\]

where the duality product \(\langle \cdot, \cdot \rangle_{k_x}\) is the one between \(H^{1/2}_{k_x}(\Sigma_0)\) and \(H^{-1/2}_{k_x}(\Sigma_0)\). This duality product simply extends the standard inner product in \(H = L^2(\Sigma)\).

We choose to solve by a Galerkin method the problem (36) which is, obviously, equivalent to the variational problem (simply take the duality product of the equality (36)(i) with any test function \(\tilde{\varphi} \in N_{qp}\)):

\[
\begin{align*}
\text{Find } & \tilde{\psi}^0 \in D^0_{qp} \text{ such that for all } \tilde{\varphi} \in N_{qp} \\
& a_{(p,q)}(\tilde{\psi}^0, \tilde{\varphi}) = \langle \tilde{g}(\varphi), \tilde{\varphi} \rangle_{qp},
\end{align*}
\tag{39}
\]

where we have introduced the bilinear form on \(D_{qp} \times N_{qp}\)

\[
a_{(p,q)}(\tilde{\psi}, \tilde{\varphi}) := \langle \tilde{\psi}, \tilde{\varphi} \rangle_{qp} - \frac{L}{2\pi} \int_{-\pi/L}^{\pi/L} \int_{-\pi/L}^{\pi/L} K_{(p,q)}(k_x, k_y) \left[ \psi(\cdot, k_y); \tilde{\varphi}(\cdot, k_x) \right]_{k_x}dk_xdk_y.
\tag{40}
\]

Let us point out here a difficulty for the discretization of (39). Even if one uses the same space \(D_{qp}^b \equiv N_{qp}^b\) (cf. (28)) as approximation spaces for \(D_{qp}\) and \(N_{qp}\), the ( discrete) approximate solution should be searched in a subspace including the constraint (36) (ii), namely \(D_{qp}^b \subset D_{qp}^b\). Therefore, since the test functions do not satisfy such a constraint, the naive discretization of (39) would lead to a rectangular linear system with more equations than unknowns! This is not a true difficulty because the right hand side is a particular one. In fact, to overcome this apparent difficulty, we show that it is possible to restrict at the continuous level, the space of test functions to the space

\[
N^0_{qp} := \left\{ \tilde{\psi}^0 \in N_{qp} \middle| \int_{-\pi/L}^{\pi/L} \tilde{\psi}^0(\cdot, k)dk = 0 \right\}.
\tag{41}
\]

**Remark 5.** By definition of the inverse FBT (see Proposition 12), we have

\[
D^0_{qp} = F_q \left\{ \psi \in H^1(\Sigma), \psi \equiv 0 \text{ on } \Sigma_0 \right\}, \quad N^0_{qp} = F_q \left\{ \psi \in H^{-1}(\Sigma), \psi \equiv 0 \text{ on } \Sigma_0 \right\}.
\]
Proposition 6 (Variational formulation). The problem (36) (or (39)) is equivalent to the variational problem
\[
\begin{align*}
\text{Find } \hat{\psi}^0 \in \mathcal{D}_{QP}, \text{ such that for all } \hat{\psi}^0 \in \mathcal{N}_{QP}^0 \\quad &\\
\mathbf{a}_{\varphi,q}(\hat{\psi}^0, \hat{\psi}) = \langle \varphi, \hat{\psi}^0 \rangle_{\mathcal{D}_{QP}}. \quad &
\end{align*}
\] (42)

Proof. Since \( \mathcal{N}_{QP}^0 \subset \mathcal{N}_{QP} \), the solution \( \hat{\psi}^0 \) of (36) (or (39)) is also a solution of (42). To conclude, it suffices to show the uniqueness of the solution of (42), namely to prove that
\[
\mathbf{a}_{\varphi,q}(\hat{\psi}^0, \hat{\psi}) = 0, \quad \forall \hat{\psi} \in \mathcal{N}_{QP}^0 \quad \text{and} \quad \hat{\psi}^0 \in \mathcal{D}_{QP} \implies \hat{\psi}^0 = 0.
\] (43)

We shall restrict ourselves to give the proof in the case: \((p,q) = (s,s)\).

For conciseness, it is useful to introduce the operator \( \hat{D}^h_{(s,s)} \in \mathcal{L}(\mathcal{D}_{QP}) \) defined by
\[
\forall \hat{\psi} \in \mathcal{D}_{QP}, \quad \hat{D}^h_{(s,s)} \hat{\psi}(\cdot;k_x) = \frac{1}{2\pi} \int_{-\pi/L}^{\pi/L} \mathbf{K}_{s,s}(k_x, k_y) \hat{\psi}(\cdot;k_y)dk_y,
\]
so that, \( \mathbf{a}_{p,q}(\hat{\psi}^0, \hat{\psi}) = 0, \quad \forall \hat{\psi} \in \mathcal{N}_{QP}^0 \) can be simply rewritten
\[
\langle (1 - \hat{D}^h_{(s,s)}) \hat{\psi}^0, \hat{\psi} \rangle_{\mathcal{D}_{QP}} = 0, \quad \forall \hat{\psi} \in \mathcal{N}_{QP}^0.
\] (44)

The result (43) is a consequence of the following two properties (see the proof below):

(*) \( \text{Ker}(1 - \hat{D}^h_{(p,q)}) \cap \mathcal{D}_{QP}^0 = \{0\} \).

(**) \( \langle (1 - \hat{D}^h_{(s,s)}) \hat{\psi}^0, \hat{\psi} \rangle_{\mathcal{D}_{QP}} = 0, \quad \forall \hat{\psi} \in \mathcal{N}_{QP}^0 \Rightarrow \hat{\psi} \in \text{Ker}(1 - \hat{D}^h_{(p,q)}) \).

Indeed, by hypothesis and (**), \( \hat{\psi}^0 \in \text{Ker}(1 - \hat{D}^h_{(p,q)}) \cap \mathcal{D}_{QP}^0 \) which yields \( \hat{\psi}^0 = 0 \) by (*).

Proof of (*). It is sufficient to observe that (*) is nothing but a rephrasing of the uniqueness result for equation \((E_{p,q}(\varphi))\).

Indeed, writing that \( \hat{\psi} \in \mathcal{D}_{QP} \) is a solution of \((E_{p,q}(\varphi))\) with \( \varphi = 0 \) can be rewritten as
\[
\hat{\psi} - \hat{D}^h_{(p,q)} \hat{\psi} = 0 \quad \text{and} \quad \hat{\psi} \in \mathcal{D}_{QP}.
\]

Proof of (**). Let us suppose \( \hat{\psi} \in \mathcal{D}_{QP} \) such that
\[
\langle (1 - \hat{D}^h_{(s,s)}) \hat{\psi}, \hat{\psi} \rangle_{\mathcal{D}_{QP}} = 0, \quad \forall \hat{\psi} \in \mathcal{N}_{QP}^0.
\]
We want to show that \( \hat{\psi} \in \text{Ker}(1 - \hat{D}^h_{(p,q)}) \) which is equivalent to show, by duality, that
\[
\langle (1 - \hat{D}^h_{(s,s)}) \hat{\psi}, \hat{\theta} \rangle_{\mathcal{D}_{QP}} = 0, \quad \forall \hat{\theta} \in \mathcal{N}_{QP}^0.
\]
According to Remark 15,
\[
\forall \hat{\theta} \in \mathcal{N}_{QP}, \quad \langle \hat{\theta}, k_y \rangle \mapsto \frac{L}{2\pi} \int_{-\pi/L}^{\pi/L} \hat{\theta}(\cdot,k)dk \in \mathcal{N}_{QP}^0
\]
and by definition of \( \mathcal{N}_{QP} \) and \( \mathcal{N}_{QP}^0 \), we have
\[
\forall \hat{\theta} \in \mathcal{N}_{QP}, \quad \hat{\theta} = \frac{L}{2\pi} \int_{-\pi/L}^{\pi/L} \hat{\theta}(\cdot,k)dk \in \mathcal{N}_{QP}^0
\] (45)

Then, we have for any \( \hat{\theta} \in \mathcal{N}_{QP}, \)
\[
\langle (1 - \hat{D}^h_{(s,s)}) \hat{\psi}, \hat{\theta} \rangle_{\mathcal{D}_{QP}} = \langle 1 - \hat{D}^h_{(s,s)} \hat{\psi}, \hat{\theta} - \frac{L}{2\pi} \int_{-\pi/L}^{\pi/L} \hat{\theta}(\cdot,k)dk \rangle_{\mathcal{D}_{QP}} + \langle 1 - \hat{D}^h_{(s,s)} \hat{\psi}, \frac{L}{2\pi} \int_{-\pi/L}^{\pi/L} \hat{\theta}(\cdot,k)dk \rangle_{\mathcal{D}_{QP}}
\]
\[
= \langle (1 - \hat{D}^h_{(s,s)}) \hat{\psi}, \frac{L}{2\pi} \int_{-\pi/L}^{\pi/L} \hat{\theta}(\cdot,k)dk \rangle_{\mathcal{D}_{QP}} \quad \text{(by (44) and (45)).}
\]

By definition of the Floquet Bloch Transform in \( H^{-1/2}(\Sigma) \) applied to this last term and according to Remark 15
\[
\langle (1 - \hat{D}^h_{(s,s)}) \hat{\psi}, \hat{\theta} \rangle_{\mathcal{D}_{QP}} = \left\langle \mathcal{F}_y^{-1} \left( (1 - \hat{D}^h_{(s,s)}) \hat{\psi} \right), \mathcal{F}_y^{-1} \left( \frac{L}{2\pi} \int_{-\pi/L}^{\pi/L} \hat{\theta}(\cdot,k)dk \right) \right\rangle_{\Sigma} = \langle \psi - \mathcal{F}_y^{-1} \left( \hat{D}^h_{(s,s)} \hat{\psi} \right), \hat{\theta}_{2\pi} \rangle_{\Sigma}, \quad \text{where} \langle \cdot, \cdot \rangle_{\Sigma} \text{ is the duality product between } H^{1/2}(\Sigma) \text{ and } H^{-1/2}(\Sigma), \psi = \mathcal{F}_y^{-1}(\hat{\psi}), \theta = \mathcal{F}_y^{-1}(\hat{\theta}) \text{ and } \hat{\theta}_{2\pi} \in H^{-1/2}(\Sigma) \text{ is the extension by 0 of } \theta|_{2\pi}. \quad \text{Finally}
\[
\left( \mathbf{I} - \mathbf{D}_h^H \right) \psi_h \delta \mathbf{q} = 0
\]

since
\[
\mathcal{F}_y^{-1} \left( \mathbf{D}_h^H \psi \right) \big|_{\Sigma_0} = \psi \big|_{\Sigma_0}.
\]

Indeed, according to in Section 2.4 (see also [1,24]), we can show that
\[
\forall \psi \in \mathcal{D}_{\mathbf{q} \psi}, \quad \psi = \mathcal{F}_y^{-1} (\psi), \quad \mathcal{F}_y^{-1} \left( \mathbf{D}_h^H \psi \right) = u^H (\psi) \big|_{\Sigma}.
\]

where \( u^H \) is the solution of the halfspace problem (PH) which by definition satisfies
\[
u^H (\psi) \big|_{\Sigma_0} = \psi \big|_{\Sigma_0} \quad \square
\]

3.2.2. Construction of the discrete extension operator \( \mathbf{D}_h^{(p,q)} \).

We need to explain how to compute
\[
\mathbf{D}_h^{(p,q)} \varphi_n \in \mathcal{D}_{\mathbf{q} \psi}
\]

for any \( \varphi_n \in \mathcal{D}_h \). According to (35), it will be defined as
\[
\mathbf{D}_h^{(p,q)} \varphi_n = \hat{\varphi}_h + \hat{\varphi}_h (\varphi_n),
\]

which is made in two steps.

**Step 1: Construction of \( \hat{\varphi}_h (\varphi_n) \).**

Based on (34), we construct \( \hat{\varphi}_h (\varphi_n) \) as the FBT of the trivial extension of \( \varphi_n \) by 0 outside \( \Sigma_0 \). As this extension has support in one period, \( \hat{\varphi}_h (\varphi_n) \) only depends on the space variable, more precisely:
\[
\left[ \hat{\varphi}_h (\varphi_n) \right] (\cdot, k_x) = \sqrt{\frac{L}{2\pi}} \varphi_n
\]

**Step 2: Construction of \( \hat{\varphi}_h \).**

This is obtained by solving a discrete equivalent of the variational problem (42) where \( \varphi \) is replaced by \( \varphi_n \). First, we must construct a discrete approximation of \( g (\varphi) \) appearing in the right hand side of (42). To do so, we approximate the formula (37) by using quadrature in the \( k_x \) variable. As it is natural this quadrature is based on the uniform mesh of step-size \( \Delta k \) of the interval \([0,1]\) (see the beginning of Section 3) and a standard quadrature formula in each subinterval \([k_x, k_x + 1]\) in \([0,1]\) deduced from the quadrature formula in \([0,1]\)
\[
\int_0^1 f (\tau) d\tau \equiv \sum_{m=1}^M \omega_m f (\tau_m), \quad 0 \leq \tau_1 < \cdots < \tau_M \leq 1.
\]

where \( M \) defines the “order” of the quadrature formula, the \( \omega_m \)'s are the quadrature weights and the \( \tau_m \)'s are the reference quadrature points. This leads to introduce the quadrature points
\[
k'_r = k_l + \tau_r \Delta k, \quad l = 0, \ldots, N - 1, \quad r = 1, \ldots, M.
\]

Taking into account (46), this choice leads to define \( \hat{g}_h (\varphi_n) \) such that
\[
\left[ \hat{g}_h (\varphi_n) \right] (\cdot, k_x) = \sqrt{\frac{L}{2\pi}} \left( -1 + \frac{1}{N} \sum_{r=1}^N \sum_{m=1}^M \omega_m \mathbf{K}^h (k_x, k'_r) \right) \varphi_n
\]

where the discrete kernels \( \mathbf{K}^h (k_x, k'_r) \in \mathcal{L} (L_2 (\Sigma_0)) \) are constructed, consistently with formula (18) by, setting \( \varepsilon_p = 1 \) and \( \varepsilon_q = -1 \),
\[
\mathbf{K}^h (k_x, k'_r) = \mathbf{I} + \varepsilon_p \mathbf{K}^h (k_x, k'_r) + \varepsilon_q \mathbf{K}^h (k_x, k'_r)
\]

with
\[
\mathbf{K}^h (k_x, k'_r) = e^{\pi i k_x k'_r} \left( \mathbf{D}_h^{0, \pm} (k_x) + \mathbf{D}_h^{1, \pm} (k_x) \mathbf{P}_h (k_x) \right) \left( \mathbf{I} - \mathbf{P}_h (k_x) e^{\pi i k_x k'_r} \right)^{-1}
\]

where the operators \( \mathbf{D}_h^{0, \pm} (k_x) \) have been defined in Section 3.1.1 and the operators \( \mathbf{P}_h (k_x) \) in Section 3.1.2.

**Remark 7.** A natural choice for the quadrature formula (47) is to use the Gauss formula with \( M \) points. This is the choice that we have done in our computational code. Moreover, to be consistent with the polynomial order for the \( k_x \)-approximation, a natural choice for \( M \) is \( M = q \) (even though \( q \) and \( M \) are \textit{a priori} independent).
Next, according to (38), (41) and (28), we introduce the finite dimensional spaces:

\[ D_{hQ} = L_{hQ} \]

as subspaces of the discrete spaces \( D_{hQ} \) and \( L_{hQ} \) introduced at the beginning of Section 3, and we solve the discrete variational problem

\[
\begin{align*}
\text{Find } \hat{\psi}_h \in D_{hQ}, \text{ such that for all } \hat{\vartheta}_h \in L_{hQ}, \\
\left< d_{h,Q}^{M} \left( \hat{\psi}_h, \hat{\vartheta}_h \right) \right>_Q = \left< g_h(\varphi_h), \hat{\vartheta}_h \right>_Q.
\end{align*}
\]

(49)

\( d_{h,Q}^{M} \) is defined by

\[
\left< d_{h,Q}^{M} \left( \hat{\psi}_h, \hat{\vartheta}_h \right) \right>_Q = 2\pi \frac{N_t}{N} \sum_{r=1}^{N_t} \sum_{m=1}^{M} m w_0 \left( \hat{\psi}_h(\cdot, k_r), \hat{\vartheta}_h(\cdot, k_r) \right)_L.
\]

Remark 8. Our conjecture is that the discrete problem (49) is well posed, at least if \( h \) is small enough and \( N \) large enough.

In (49), the discrete duality product \( \left< \cdot, \cdot \right>_Q \) only differs from the continuous one, (which would be, in this case, the \( L^2(\Omega) \) inner product) through, again, the use of quadrature formulas

\[
\left< \hat{\psi}_h, \hat{\vartheta}_h \right>_Q = 2\pi \frac{N_t}{N} \sum_{r=1}^{N_t} \sum_{m=1}^{M} m w_0 \left( \hat{\psi}_h(\cdot, k_r), \hat{\vartheta}_h(\cdot, k_r) \right)_L.
\]

The bilinear form \( a_{h,Q}^{M}(\cdot, \cdot) \) defined on \( D_{hQ} \times L_{hQ} \) differs from \( a_{\varphi,q}(\cdot, \cdot) \) given by (40) because

- the integrals in \( k_x \) and \( k_y \) in (40) are replaced by quadrature formulas,
- the kernels \( K_{\varphi,q}(k_x, k_y) \) are replaced by their discrete equivalents \( K_{\varphi,q}^{h}(k_x, k_y) \).

More precisely, \( a_{h,Q}^{M}(\cdot, \cdot) \) is defined by

\[
\left| a_{h,Q}^{M}(\hat{\psi}_h, \hat{\vartheta}_h) \right| = 2\pi \frac{N_t}{N} \sum_{r=1}^{N_t} \sum_{m=1}^{M} m w_0 \left( \hat{\psi}_h(\cdot, k_r), \hat{\vartheta}_h(\cdot, k_r) \right)_L + \cdots \]

Remark 9. The choice of the basis has no influence on the results but it can be done to make the assembling of the linear system easiest.

In practice, of course, (49) is transformed into a square linear system after expansion of the discrete unknown in a tensor product basis of the space \( D_{hQ} \), namely

\[
\begin{align*}
\{ w_{i}(y) \psi_{j}(k_y), 1 \leq i \leq N_h, \ 1 \leq j \leq qN - 1 \},
\end{align*}
\]

where, if \( N_s \) denotes the number of segments in the mesh \( T_{h}(\Sigma_0) \), \( N_h = (m + 1)N_s \) is the dimension of \( L^2_{h}(\Sigma_0) \) and

\[
\begin{align*}
\{ v_{i}(k_y), 1 \leq i \leq N_h \}
\end{align*}
\]

is a standard discontinuous finite element basis of \( L^2_{h}(\Sigma_0) \) and where

\[
\begin{align*}
\{ \psi_{j}(k_y), 1 \leq j \leq qN - 1 \}
\end{align*}
\]

is a basis of the space of functions in \( L^2(-\pi/L, \pi/L) \) with mean value 0.

4. Numerical results

We give first in this section some relevant validations of the construction of the DtN operators and the determination of the solution of the whole problem. We show then numerical results for general periodic media.

Let us mention that for each quasi-period \( k_y \), the construction of the half waveguide DtN operator have already been validated in [22]. First, a homogeneous half-waveguide problem, which is a particular periodic half-waveguide problem is used and the computed DtN operator is compared to the analytical DtN operator.

Moreover, the construction of the halfspace DtN operator and the solution of the halfspace problem have been validated in [24,27] which deals with the transmission and reflexion of an incident wave by a periodic halfspace. The computed DtN
operator and the computed halfspace solution are compared to the analytical ones in the case of homogeneous media. The computed solution is compared to the solution computed using the FDTD method for a harmonic incident wave.

To validate the computation of the DtN operator, we need essentially to check the extension operators.

4.1. Validation of the computation of the extension operators

Since the resolution and the discretization of the integral Eq. (49) is not standard and its numerical analysis is not done, it seems essential to validate the computation of the extension operators \( D(p,q) \). The idea is to apply this resolution to a problem in an homogeneous media and use the analytical solution to compare the results.

Thus, noting that the first kind Hankel functions are the unique \( H^1 \) solutions of the Helmholtz equation with constant coefficients in the exterior domain \( \Omega^e \) for a particular Dirichlet data on the boundary \( \Sigma^i \), we should have by definition

\[
\forall n \in \mathbb{N}, \quad u^e = H_n^1 \left( \sqrt{\rho_p (\omega^2 + i \varepsilon \omega) \sqrt{x^2 + y^2}} \right), \quad u^e\|_{\Sigma^i} = D(p,q) \left( u^e\|_{\Sigma^i} \right)
\]

because the Hankel function is with double symmetry if the point source is set on \((0,0)\). The numerical results are given for \( n = 0 \).

Let us take the coefficient \( \rho_p = 1 \), the frequency \( \omega = 5 \) and the period \( L = 1 \). This implies that

\[
\Sigma^i_0 = \{(0.5,y), \ y \in [-0.5,0.5]\} \quad \text{and} \quad \Sigma = \{(0.5,y), \ y \in \mathbb{R}\}.
\]

We will make the absorption \( \varepsilon \) varying \((\varepsilon = 1,0.5,0.1,0.05,0.01)\) in order to see the influence of the absorption in the precision of the discretization. In the following, we choose Raviart–Thomas finite elements of lowest degree \((m = 0)\) for the discretization in space \((N_x = 60)\), polynomials of degree 0 for the functions depending on the dual variables \((q = 0 \text{ and } N = 60)\) and a quadrature formula of order 1 \((i.e., M = 1)\).

For the absorption \( \varepsilon = 1 \), the Fig. 8 represents on \([-6.5,6.5]\) in black the Hankel function and in red its reconstruction using \( F^{-1} \left( \hat{D}(p,q) \varphi \right) \) (Fig. 8(b)), where \( \varphi \) is the projection on \( V_2 \) of the restriction of the Hankel function on \( \Sigma^e \) (Fig. 8(a) shows this restriction on \( \Sigma_0 \equiv [-0.5,0.5]\)). The relative error on the interval defined by

\[
|| F^{-1} \left( \hat{D}(p,q) \varphi \right) - D(p,q) \varphi ||_{L^2([-6.5,6.5])} \over ||D(p,q) \varphi||_{L^2([-6.5,6.5])}
\]

is 0.11\%. Fig. 9 shows the Hankel functions (in black) and its reconstruction (in red) for different values of \( \varepsilon \) \((\varepsilon = 0.5,0.1,0.05,0.01)\) in the case where the quadrature is still chosen of order 1 \((M = 1)\). The errors are computed thanks to the relation (51). It seems that the approximation of \( D(p,q) \) computed with a quadrature of order 1 is deteriorating when \( \varepsilon \) goes to 0. The reason is that the approximation of the integral equation involves the one of the kernel defined by (48) and in particular of the terms

\[
(1 - P_R(k_x) e^{i \delta k_x})^{-1}.
\]

When \( \varepsilon \) goes to 0, it may exist some \( k_x \) for which one or more eigenvalues of \( P_R(k_x) \) tend to 1 and then are close to some exp \((i \delta k_x)\). Then the terms (52) may vary a lot around the points \((\pm \delta k_x)\). We represent Fig. 10, for \( \varepsilon = 0.01 \), the norm in \( L^2(\Sigma^e) \), of \( K(p,q)(k_x,k_y) \) with respect to \((k_x,k_y)\) and note that it is almost singular around some curves.

(a) The restriction of the Hankel function to \( \Sigma_0 \)

(b) The Hankel function (in black) and its reconstruction on \( \Sigma \) (in red)

Fig. 8. For \( \varepsilon = 1 \), the restriction of the Hankel function to \([-0.5,0.5]\) (left) from which we compute its extension on \([-6.5,6.5]\) (in red) and compare to the Hankel function (in black). \( M = 1 \). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Remark 10. This curves are actually the intersection between the plane \((x^2)\) and the dispersion surfaces. We could show that the kernel acts like \(1/\sqrt{kk}\) for a fixed \(k_d\). This point will be developed in an upcoming article which will give a numerical limiting absorption principle.

It is then difficult to account for the variations of the kernel approximating their integral by quadrature formula of lowest order. Fig. 11 shows the Hankel function and its reconstruction via the operator \(\tilde{D}_{(s,a)}\) for \(\varepsilon = 0.01\) and for quadrature formula of increasing order \(M = 2, 3, 4, 5\). The approximation of the function is better when the quadrature increases. The absorption has an influence on the choice of the discretization: the better the quadrature formula the method must be enhanced for small value of the coefficient \(\varepsilon\).

Finally it is possible to validate the computation of each operator \(\tilde{D}_{(p,q)}\), \((p, q) \in \{(s, a)\}^2\) using linear combination of Hankel functions. Thus, if we denote

\[
\forall (x, y) \in \Omega, \quad H_{a_0,y_0}(x, y) = H_{0,1}^{(1)}\left(\sqrt{\rho_{p}(\varepsilon^2 + \nu x)\sqrt{(x - x_0)^2 + (y - y_0)^2}}\right),
\]

it is easy to see that

\[
\forall (p, q) \in \{(s, a)\}^2, \quad u_{(p,q)} = H_{1/4,0} + \varepsilon_p H_{0,1/4} + \varepsilon_q H_{1/4,0} + \varepsilon_p \varepsilon_q H_{-1/4,0} \in H_{(p,q)}^{1}(\Omega, \Delta)
\]

is solution of a particular exterior problem and we have in particular

\[
\forall (p, q) \in \{(s, a)\}^2, \quad u_{(p,q)}|_{\omega} = \tilde{D}_{(p,q)}\left(u_{(p,q)}|_{\omega}\right).
\]

Fig. 12 shows each linear combination of Hankel functions and their reconstruction thanks to the computed extension operators, for \(\varepsilon = 0.1\) and \(M = 1\).
4.2. Validation of the whole algorithm

Considering again that a constant medium is a particular periodic medium, our method thus provides as a by product a way to obtain exact DtN boundary conditions for a homogeneous exterior medium with an artificial boundary chosen along a square. Because usually the artificial boundary is a circle, it seems difficult to validate directly the DtN operator. However we validate it through the validation of the computed solution in the following. We will illustrate in the same time the reconstruction of the solution in the exterior domain described in Section 2.5.

The source \( f \) that we consider is given by

\[
f(x,y) = 16 \exp \left( -\frac{x^2 + y^2}{0.2^2} \right) \chi_{[-0.50.5]^2}
\]

(53)

the refraction index is \( \rho = 1 \) in the whole domain and the period is \( L = 1 \). Using the algorithm described previously, the DtN operator can be computed and the interior problem can be solved. We represent the interior solution Fig. 13 with \( \omega = 5 \) and \( \varepsilon = 1 \). Thus, even with a squared artificial boundary, we recover the revolution symmetry of the solution. Finally to build the solution everywhere, we use the algorithm presented in Section 2.5. Note that in this case, since the source is with double symmetry, \( \phi' \) is too: \( \phi' = \phi'_{(x,y)} \). Then, thanks to the trace of \( u' \) on \( \Sigma' \) and applying the extension operator \( D_{(x,y)} \), we compute the trace of the solution on \( \Sigma \). The resolution of the halfspace problem with this trace as Dirichlet data gives the restriction of the solution to the right halfspace \( \Omega'^{\text{r}} \) (Fig. 14(a)). Because the trace of \( u' \) is doubly-symmetric, the solution is too and by symmetry we obtain restrictions of the solution to the above, below and left halfspaces (see Fig. 14(b) for the above halfspace). The restrictions corresponds in each quarter plane especially because the extension operator is solution of the integral equation and it is the only extension operator which allows this conformity. We can then build the solution everywhere (see Fig. 14(d)). Here again, we recover the revolution symmetry of the solution.

4.3. Application to periodic media

We can apply now our algorithm to a general periodic media, whose refraction index is given by (see Fig. 15(a))

\[
\forall (x,y) \in [-0.5,0.5]^2, \forall n, m \in \mathbb{Z}^+, \quad \rho(x+n,y+m) = 1 + 9 \exp \left( -\frac{x^2 + y^2}{0.2^2} \right) \quad \text{and} \quad \rho(x,y) = 1
\]

(54)

the artificial boundary \( \Sigma' \) is represented by a white line and the source is given by (53).

The period here is equal to 1. After computing the DtN operator, the interior problem can be solved and we represent the interior solution Fig. 16(a). We use finally the same algorithm as previously for the reconstruction of the solution outside \( \Omega'^{\text{r}} \) (see Fig. 16(b)).
4.3.1. Invariance with respect to the choice of $R_i$ and $C$

The solution of the whole problem has to be independent of the choice of the artificial boundary $R_i$ and the periodicity cell $C$. One easy way to validate the method is to change their size and check that the solution is the same. For the same media as previously, we choose a bigger boundary $R_i$ as shown Fig. 15(b) with a white line. All the computations are done in a periodicity cell whose side is equal to 2. The new interior solution $u_i$ is represented Fig. 17(a) and the solution is finally reconstructed in the region $[-6.5, 6.5]^2$ as shown in Fig. 17(b). We recover the solution computed in the previous section and shown Fig. 16(b).

4.3.2. Validation of the computation with the limiting amplitude principle

Now, we test the validity of our frequency domain solution conjecturing about the limiting amplitude principle, whereby if $U(x,t)$ is the solution of the time domain problem

$$\rho(x) \left[ \frac{\partial^2 U}{\partial t^2}(x,t) - \varepsilon \frac{\partial U}{\partial t}(x,t) \right] - \Delta U(x,t) = f(x) \cos(\omega t)$$

then we expect that (uniformly in $x$)

$$\lim_{t \to \infty} U(x,t) = \text{Re}(u(x)) \cos(\omega t) - \text{Im}(u(x)) \sin(\omega t)$$

where $u$ is the good solution of the frequency domain problem (P).

We solve (55) with (54) and (53) for $\omega = 5$ and $\varepsilon = 0.1$, using a very large domain of computation so the solution in our domain of observation is not affected, during the time of observation, by the presence of the external boundaries. In Fig. 18, we show the solution $U$ for several times. If we focus on the particular times $t = N \times 2\pi/\omega$ (so that $\cos(\omega t) = 1$ and $\sin(\omega t) = 0$), it is clear that the time domain solution $U(x,t)$ is approaching the time-harmonic limit $u(x)$ (represented in Fig. 16(b)) as $N$ increases.
5. Conclusions and perspectives

Our method is well established, rigorously justified and successfully tested in the case of absorbing media. A natural question is to understand what happens when the absorption $\varepsilon$ goes to 0. This is the limiting absorption principle.

From a theoretical point of view, in the case of periodic waveguides, the construction of the DtN operator for the case without absorption has been already treated in [22,24]. To our knowledge, in the general 2D case, this raises new and challenging questions. However, a numerical procedure has been developed and has required specific developments (linked to the Remark 10) which corresponds to a numerical limiting absorption principle. This case will be treated in a forthcoming article.

Appendix A. Floquet Bloch Transform (FBT) and its properties

We recall the definition and more useful properties of the Floquet Bloch Transform (see [28] for a more complete exposition) of functions of one variable. This transform maps a function of $y \in \mathbb{R}$ into a function $(y, k_y) \in \mathbb{K} = [-L/2, L/2[\times] - \pi/L, \pi/L].$

**Definition 11.** The FBT with period $L$ defined by (see [28])

$$\mathcal{F} : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{K}),$$

$$f(y) \rightarrow \hat{f}(y; k) = \frac{1}{2\pi} \sum_{n \in \mathbb{Z}} f(y + nL)e^{-ink}$$

is an isometry between $L^2(\mathbb{R})$ and $L^2(\mathbb{K})$.
The operator

\[
\forall (f, g) \in L^2(\mathbb{R})^2, \quad (\mathcal{F}f, \mathcal{F}g)_{L^2(\mathbb{R})^2} = (f, g)_{L^2(\mathbb{R})}.
\]

The most important formula for us is the inversion formula:

\[
\mathcal{F}^{-1}f(y + nL) = \sqrt{\frac{L}{2\pi}} \int_{-\pi/L}^{\pi/L} f(y; k)e^{iynL} dk.
\]

Next we define the partial Floquet Bloch Transform in the \(y\)-direction in the halfspace \(\Omega^H\)

\[
\mathcal{F}_y : L^2(\Omega^H) \rightarrow L^2(\Omega^w \times ]-\pi/L, \pi/L[)
\]

\[
u(x,y) \mapsto \mathcal{F}_y(x,y;k_y)
\]

such that

\[
\text{a.e. } x \in [L/2, +\infty[, (\mathcal{F}_y u)(x, \cdot) = \mathcal{F}[u(x, \cdot)].
\]

It is easy to see that \(\mathcal{F}_y\) is an isomorphism from \(L^2(\Omega^H)\) into \(L^2(\Omega^w \times ]-\pi/L, \pi/L[)\).

For the sequel, it is essential to know how the Floquet Bloch Transform can extend to every functional spaces appearing naturally in the study. We recall these results already developed and proven in [1,24]. We need first to introduce spaces of smooth quasi-periodic functions in \(\Omega^H\), naturally in the study. We recall these results already developed and proven in [1,24]. We need first to introduce spaces of smooth quasi-periodic functions in \(\Omega^H\), such that

\[
\text{Let } X \text{ be the closure of } C^\infty(\Omega^H) \text{ such that } X \text{ is a Banach space.}
\]

For smooth quasi-periodic functions in \(\Omega^w\):

\[
C^\infty_w(\Omega^w) = \left\{ u = \tilde{u}|_{\partial \Sigma}, \quad \tilde{u} \in C^\infty(\Omega^H), \quad \tilde{u}(x,y) = e^{iLx} \tilde{u}(x,y) \right\}.
\]

Let \(H^1_w(\Omega^w)\) be the closure of \(C^\infty_w(\Omega^w)\) in \(H^1(\Omega^w)\),

\[
H^1_w(\Omega^w) = \left\{ u \in H^1(\Omega^w), \quad u|_{\Sigma^+} = e^{iLx} u|_{\Sigma^+} \right\},
\]

where in the last equality we have identified the spaces \(H^{1/2}(\Sigma^+)\) and \(H^{1/2}(\Sigma^-)\). Let \(H^1_0(\Delta, \Omega^w)\) be the closure of \(H^1(\Delta, \Omega^w)\) in \(H^1(\Delta, \Omega^w)\),

\[
H^1_0(\Delta, \Omega^w) = \left\{ u \in H^1(\Delta, \Omega^w) \cap H^1_w(\Omega^w), \quad \frac{\partial u}{\partial y}|_{\Sigma^+} = e^{iLx} \frac{\partial u}{\partial y}|_{\Sigma^+} \right\},
\]

where in the last equality we have identified the spaces \(H^{1/2}_0(\Sigma^+)\)' and \(H^{1/2}_0(\Sigma^-)\).

The space \(H^{1/2}_0(\Sigma^0)\) is defined by

\[
H^{1/2}_0(\Sigma^0) = \gamma_0 \left( H^1_0(\Omega^w) \right).
\]
where \( \gamma_0 \in \mathcal{L}(H^1(\Omega^w), H^{1/2}(\Sigma_0)) \) is the trace map on \( \Sigma_0 : \forall u \in H^1(\Omega^w), \gamma_0 u = u|_{\Sigma_0} \), \( H^{1/2}_b(\Sigma_0) \) is then a dense subspace of \( H^{1/2}(\Sigma_0) \) and the injection from \( H^{1/2}_b(\Sigma_0) \) onto \( H^{1/2}(\Sigma_0) \) is continuous.

We define \( H^{1/2}_b(\Sigma_0) \) as the dual of \( H^{1/2}_b(\Sigma_0) \).

Finally, the trace application \( \gamma_1 \in \mathcal{L}(H^1(\Delta, \Omega^w), H^{1/2}(\Sigma_0)^{\prime}) \) defined by:

\[
\forall u \in H^1(\Delta, \Omega^w), \quad \gamma_1 u = \frac{\partial u}{\partial x}|_{\Sigma_0}
\]

is a continuous application from \( H^1_b(\Delta, \Omega^w) \) onto \( H^{-1/2}_b(\Sigma_0) \). Moreover, we can show that

\[
H^{1/2}_b(\Sigma_0) = \gamma_1 \left( H^1_b(\Delta, \Omega^w) \right).
\]

We can now state the following results.
Fig. 15. The locally perturbed periodic media with two different location of the artificial boundary \( \Sigma^i \).

(a) \( \Sigma^i = \partial \Omega^i \) with \( \Omega^i = (-0.5, 0.5)^2 \)

(b) \( \Sigma^i = \partial \Omega^i \) with \( \Omega^i = (-1.5, 1.5)^2 \)

Fig. 16. The interior solution \( u^i \) in \( \Omega^i = [-0.5, 0.5]^2 \) and the global solution in the domain \( [-6.5, 6.5]^2 \) for \( \omega = 10 \) and \( \varepsilon = 0.1 \).

Fig. 17. The interior solution \( u^i \) in \( \Omega^i = [-0.5, 1.5]^2 \) and the global solution in the domain \( [-6.5, 6.5]^2 \) for \( \omega = 10 \) and \( \varepsilon = 0.1 \).
Theorem 13. \( F_y \) is an isomorphism from \( H^1(X_{\Omega}) \) into 
\[ H^1_{QP} = \left\{ u \in L^2 \left( -\frac{\pi}{L} , \frac{\pi}{L} ; H^1(\Omega^w) \right) \big/ \text{a.e. } k_y \in \left[ -\frac{\pi}{L} , \frac{\pi}{L} \right] \big/ \hat{u}(:,k_y) \in H^1_{\Delta_y}(\Omega^w) \right\} \].

Equipped with the norm of \( L^2 \left( -\frac{\pi}{L} , \frac{\pi}{L} ; H^1(\Omega^w) \right) \).

\( F_y \) is an isomorphism from \( H^1(\Delta, \Omega^w) \) into 
\[ H^1_{QP}(\Delta) = \left\{ \hat{u} \in L^2 \left( -\frac{\pi}{L} , \frac{\pi}{L} ; H^1(\Delta; \Omega^w) \right) \big/ \text{a.e. } k_y \in \left[ -\frac{\pi}{L} , \frac{\pi}{L} \right] \big/ \hat{u}(:,k_y) \in H^1_{\Delta_y}(\Delta, \Omega^w) \right\} \].

Equipped with the norm of \( L^2 \left( -\frac{\pi}{L} , \frac{\pi}{L} ; H^1(\Delta; \Omega^w) \right) \).

\( F_y \) is an isomorphism from \( H^{1/2}(\Sigma) \) into 
\[ D_{QP} = \left\{ \hat{\psi} \in L^2 \left( -\frac{\pi}{L} , \frac{\pi}{L} ; H^{1/2}(\Sigma_0) \right) \big/ \text{a.e. } k_y \in \left[ -\frac{\pi}{L} , \frac{\pi}{L} \right] \big/ \hat{\psi}(:,k_y) \in H^{1/2}_{\Sigma_y}(\Sigma_0) \right\} \].

Fig. 18. The interior solution \( u' \) in \( \Omega' = [-0.5, 1.5]^2 \) and the global solution in the domain \([-6.5, 6.5]^2 \) for \( \omega = 10 \) and \( \varepsilon = 0.1 \).
equipped with the norm
\[
\|
\hat{\psi}
\|_{D_{QP}}^2 = \int_{-\pi/L}^{\pi/L} \| \hat{\psi}(\cdot; k_y) \|_{H_{0y}^1(\Sigma_0)}^2 \, dk_y.
\]

Finally, we can extend by duality the definition of \( \mathcal{F}_y \) to the space \( H^{-1/2}(\Sigma) \) introducing the dual of \( D_{QP} \):
\[
\mathcal{N}_{QP} = \left\{ \hat{\theta} \in L^2 \left( -\pi, \pi \middle/ T \middle/ T; H_{00}^{1/2}(\Sigma_0) \right) \middle/ \text{a.e. } k_y \in -\pi/T \middle/ T \left[ \hat{\theta}(\cdot; k_y) \in H_{0y}^{1/2}(\Sigma_0) \right] \right\}.
\]

**Definition 14.** Let \( \hat{\theta} \) be in \( H^{-1/2}(\Sigma) \), the following application \(< \cdot, \cdot >_{\Sigma} \) is the duality product between \( H^{-1/2}(\Sigma) \) and \( H^{1/2}(\Sigma) \)
\[
\psi \mapsto \langle \hat{\theta}, \mathcal{F}_y^{-1} \psi \rangle_{\Sigma}
\]
is a continuous linear application of \( D_{QP} \) because of **Theorem 13.** The theorem of Riesz representation implies then
\[
\exists \hat{\psi} \in \mathcal{N}_{QP}, \quad \langle \hat{\theta}, \psi \rangle_{QP} = \langle \hat{\theta}, \hat{\psi} \rangle_{\Sigma},
\]
where the first duality product is between \( \mathcal{N}_{QP} \) and \( D_{QP} \). Finally, we define the FBT \( \mathcal{F}_y \) in \( H^{-1/2}(\Sigma) \) by
\[
\forall \hat{\theta} \in H^{-1/2}(\Sigma), \quad \mathcal{F}_y \hat{\theta} = \hat{\theta} \in \mathcal{N}_{QP},
\]
which coincides with the classical definition in \( L^2(\Sigma) \) (see **Definition 11**). Similarly, for any \( \hat{\theta} \in \mathcal{N}_{QP} \), we define by duality \( \mathcal{F}_y^{-1} \hat{\theta} \) in \( H^{1/2}(\Sigma) \).

**Remark 15.** Let us give some properties of the functions in \( \mathcal{N}_{QP} \) which will be useful in Section 3.2.1.
For any \( \hat{\theta} \in \mathcal{N}_{QP} \) (let us denote \( \hat{\theta} = \mathcal{F}_y^{-1} \hat{\theta} \in H^{1/2}(\Sigma) \)), we could show that the function constant in \( k_y \)
\[
(y, k_y) \mapsto \frac{L}{2\pi} \int_{-\pi/L}^{\pi/L} \hat{\theta}(y, k) \, dk
\]
is also in the space \( \mathcal{N}_{QP} \) as the Floquet-Bloch Transform of \( \hat{\theta}_{x_0} \in H^{-1/2}(\Sigma) \) which is the extension by 0 of \( \hat{\theta}|_{x_0} \):
\[
\frac{L}{2\pi} \int_{-\pi/L}^{\pi/L} \hat{\theta}(\cdot, k) \, dk = \mathcal{F}_y \hat{\theta}_{x_0}.
\]

Let us remark that this property is not true for any functions of \( \hat{\psi} \in D_{QP} \) because the extension by 0 of \( \hat{\psi}|_{x_0} \) for any \( \psi \in H^{1/2}(\Sigma) \) is not necessarily in \( H^{1/2}(\Sigma) \).
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