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A B S T R A C T

The presence of boundary surfaces in a turbulent flow can result in the enhancement of the
radiated acoustic field especially for eddies close to any geometrical singularity. At low Mach
number, the best suited prediction methods consist in using an acoustic analogy solved with an
integral formulation. In the present study, we focus on the Lighthill’s wave equation combined
with a tailored Green’s function and a new semi-analytical model for the turbulence statistics in
the space-frequency domain to extend acoustic analogies to geometries of arbitrary shapes. To
validate the model predictions for the leading edge noise and the trailing edge noise, a NACA
0012 airfoil at zero angle of attack is considered and predictions are compared to experimental
data. The volume integral approach introduced in this study allows us to study the spatial
distribution of the noise sources inside the turbulence volume. In addition, the direct noise
radiation associated with the turbulent boundary layer is investigated.

. Introduction

The interaction between a turbulent flow and a rigid boundary surface leads to an acoustic radiation of broadband nature whose
haracterization is of interest in many industrial applications. Because industrial underwater propellers operate at low Mach numbers
nd high Reynolds numbers, techniques based on compressible Direct Numerical Simulations (DNS) or Large Eddy Simulations (LES)
re too expensive. Also, there are few experimental data available so empirical methods might not be reliable in an industrial context.
he most suitable alternative appears to be the use of an acoustic analogy. It consists in the separation between noise generation and
oise propagation. This idea was initially proposed by Lighthill [1] and applied to jet noise. Since then, his work has been extended
y Curle [2] in order to take into account the effect of a rigid boundary placed in the flow. However, it has been shown that the
nowledge of the compressible part of the flow is mandatory to apply Curle’s analogy to a non-compact geometry [3,4]. At low
ach number, it becomes an issue because the cost of a compressible flow simulation is prohibitive as it is proportional to 𝑅𝑒3∕𝑀4

or a compressible DNS and to 𝑅𝑒2∕𝑀4 for a compressible LES [5]. Thus, we are forced to use an incompressible approximation of
he flow limiting the classical Curle’s analogy to low frequencies.

Two strategies based on the Green functions formalism can be distinguished to overpass this limitation. The first one, proposed by
chram [6], consists in combining Curle’s analogy with a boundary element method in order to compute the acoustic pressure over
he surface in a first step and then to compute the radiated pressure. The second strategy consists in using a tailored Green’s function
hat takes into account the diffraction effects that are lacking in an incompressible flow model. By definition, a tailored Green
unction satisfies the Neumann boundary condition at the boundary surfaces : it is known analytically for canonical geometries or
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can be computed numerically for arbitrary shapes. Tailored Green’s functions have been mostly used for dimensional analysis [7,8].
More recently, tailored Green’s functions have been applied to roughness noise [9]. However, existing practical applications based
on a tailored Green function either are restricted to wall pressure spectrum prediction [10], when the geometry is assimilated to an
infinite plate, or need a time-accurate description of the turbulent flow [11], which we want to avoid for engineering applications
because of prohibitive costs.

In the present study, we propose an approach based on a tailored Green’s function combined to an analytical model for the
urbulent flow statistics that allow us to consider realistic geometries. As a first step, we focus on edge noise prediction due to the
nteraction of inflow turbulence with the airfoil leading edge or the turbulent fluctuations in the boundary layer with the airfoil
railing edge. Over the last decades, the trailing edge noise mechanism has been widely investigated [12] through the theory of
miet [13] or the diffraction theory [14,15] and robust experimental data are available in air. In these theories, it is assumed

hat an airfoil can be well approximated by a semi-infinite plate to account for the edge diffraction and the computation of the
adiated noise requires the knowledge of the wall pressure spectrum [16]. These theories assume that the wall pressure field must
e statistically homogeneous [17], and that the wall pressure spectrum must be evaluated at some distance upstream of the trailing
dge. The choice for this distance is arbitrary: Lee et al. [18] use the boundary layer parameters at 97.5% of the chord, Stalnov
t al. [19] use 97.8% and the parameters are extracted at 99% of the chord in the BANC III benchmark [20]. If the turbulent boundary
ayer is not homogeneous in the streamwise direction close to the trailing edge, the predicted levels are somewhat sensitive to the
ocation where the wall pressure spectrum is calculated. Also, the spatial extent of the turbulence volume is assumed infinite in
he streamwise direction so the history of the boundary layer is not taken into account in these theories. Since existing models of
he two-point statistics of the turbulent velocity have been developed for these theories, they are expressed in the wavenumber–
requency space making them unsuitable for curved geometries of finite extent. It appears that a new analytical model for the
wo-point statistics of the turbulent velocity expressed in the physical space is mandatory to consider the evolution of the boundary
ayer in the streamwise direction. Therefore this paper has three objectives: 1-to justify the feasibility of a global approach based on
oth a tailored Green function and a statistical description of the turbulence, 2-to present a new analytical model for the two-point
tatistics of the turbulent velocity in the physical space and 3-to investigate the accuracy of the predictions obtained with the
eveloped global approach.

This paper is organized as follow. In Section 2, we reproduce the derivation of Lighthill’s analogy based on the free-field Green’s
unction or on a tailored Green’s function, satisfying a Neumann boundary condition, and we introduce the Monte Carlo quadrature
ethod that we use to evaluate the 6-dimensional integral. In Section 3, we derive a new expression for the turbulent velocity

ross-spectrum expressed in the physical space and in the frequency domain. In Section 4, we compare the trailing edge and leading
dge noise model predictions to experimental data, and we confront the boundary layer noise model to empirical models from the
iterature.

. The Lighthill acoustic analogy

.1. Evaluation of the far field radiated noise

In the frequency domain, the fundamental equation governing the generation of sound in the presence of rigid boundaries at
ow Mach number is [21]:

𝑝(𝐱, 𝜔) = ∫𝑉
𝜕2G(𝐱, 𝐲, 𝜔)
𝜕𝑦𝑖𝜕𝑦𝑗

𝑇𝑖𝑗 (𝐲, 𝜔)𝑑𝑉 (𝐲) + ∮𝑆
𝑝𝑖𝑗 (𝐲, 𝜔)

𝜕G(𝐱, 𝐲, 𝜔)
𝜕𝑦𝑖

𝑛𝑗 (𝐲)𝑑𝑆(𝐲), (1)

here 𝑝 is the pressure fluctuation, 𝑉 is the turbulence volume surrounding a solid boundary 𝑆, 𝐧 is the unit normal that points into
he fluid, 𝑇𝑖𝑗 is the Lighthill stress tensor, 𝐱 is the observer location, 𝑝𝑖𝑗 is the compressive stress tensor, 𝜔 is the angular frequency
nd where 𝐺 is the Green function. The Green function is the causal solution at 𝐱 = (𝑥1, 𝑥2, 𝑥3) of the wave equation generated by

an impulsive point source at 𝐲 = (𝑦1, 𝑦2, 𝑦3) and is defined by:

(∇2 + 𝑘20)G(𝐱, 𝐲, 𝜔) = 𝛿(𝐱 − 𝐲), (2)

where 𝑘0 = 𝜔∕𝑐0 is the acoustic wavenumber with 𝑐0 the sound speed. There are an infinite number of Green’s functions, but it
is often convenient either to use the free-field Green function G0 or the tailored Green function G𝑇 that satisfies the rigid wall
boundary condition on 𝑆:

𝜕G𝑇 (𝐱, 𝐲, 𝜔)
𝜕𝑦𝑖

𝑛𝑖(𝐲) = 0, ∀𝐲 ∈ 𝑆. (3)

hen, two classes of prediction models for broadband flow-induced noise can be formulated:

𝑝(𝐱, 𝜔) = ∫𝑉
𝜕2G0(𝐱, 𝐲, 𝜔)
𝜕𝑦𝑖𝜕𝑦𝑗

𝑇𝑖𝑗 (𝐲, 𝜔)𝑑𝑉 (𝐲) + ∮𝑆
𝑝𝑖𝑗 (𝐲, 𝜔)

𝜕G0(𝐱, 𝐲, 𝜔)
𝜕𝑦𝑖

𝑛𝑗 (𝐲)𝑑𝑆(𝐲), (4)

hich is the Curle’s equation, and

𝑝(𝐱, 𝜔) =
𝜕2G𝑇 (𝐱, 𝐲, 𝜔)𝑇𝑖𝑗 (𝐲, 𝜔)𝑑𝑉 (𝐲). (5)
2

∫𝑉 𝜕𝑦𝑖𝜕𝑦𝑗
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By introducing G𝑆 = G𝑇 − G0, the total field 𝑝 can be defined as the sum of a direct field 𝑝𝑑 of quadrupolar nature and a scattered
field 𝑝𝑠, which takes into account the presence of the rigid boundaries. Therefore, the direct field :

𝑝𝑑 (𝐱, 𝜔) = ∫𝑉
𝜕2G0(𝐱, 𝐲, 𝜔)
𝜕𝑦𝑖𝜕𝑦𝑗

𝑇𝑖𝑗 (𝐲, 𝜔)𝑑𝑉 (𝐲), (6)

can be distinguished from the scattered field:

𝑝𝑠(𝐱, 𝜔) = ∮𝑆
𝑝𝑖𝑗 (𝐲, 𝜔)

𝜕G0(𝐱, 𝐲, 𝜔)
𝜕𝑦𝑖

𝑛𝑗 (𝐲)𝑑𝑆(𝐲) = ∫𝑉
𝜕2G𝑆 (𝐱, 𝐲, 𝜔)

𝜕𝑦𝑖𝜕𝑦𝑗
𝑇𝑖𝑗 (𝐲, 𝜔)𝑑𝑉 (𝐲). (7)

s already shown by Gloerfelt et al. [22], Eqs. (4) and (5) are equivalent but Eq. (4) is more complicated as it requires a good
pproximation of 𝑝𝑖𝑗 over the surface. To compute the radiated noise for a non-compact surface using the free field Green function, 𝑝𝑖𝑗
ust indeed be known and in particular its acoustic component [3], otherwise the radiated pressure levels are highly overestimated.
he most direct way to compute it is during the calculation of the source term by using a compressible simulation of the flow. As
lready discussed, this is very difficult to be achieved at low Mach and high Reynolds numbers. An alternative consists in using
n incompressible flow simulation with a boundary element method to compute the acoustic pressure fluctuations over the surface
irst, then to compute Eq. (4) [23]. This limitation can also be overpassed by using a tailored Green function that contains all the
iffraction effects due to the presence of the rigid boundary surfaces inside the turbulent flow. The difficulty due to the calculation
f the compressible component of 𝑝𝑖𝑗 on the surface is then transferred to the calculation of the tailored Green function. Looking at
q. (5), it appears that the second derivatives of the tailored Green function define the flow noise production. The main advantage
f this alternative approach comes from the fact that the tailored Green function can be computed independently of the source and
hus of the flow. It can therefore be used to investigate the ability of a given geometry to radiate noise efficiently, to calculate the
irectivity of the radiated noise and to identify the turbulent flow regions that will most effectively contribute, as denoted by Ffowcs
illiams [24]. Tailored Green’s functions are only known analytically for simple geometries but they can be computed numerically

sing the boundary element method [9] for boundaries of arbitrary shapes. Although the present study is restricted to geometries
eading analytical Green functions, all the developments are made with the concern to be straightforwardly applicable to arbitrary
eometries.

At this point, the source term 𝑇𝑖𝑗 ≈ 𝜌0𝑢𝑖𝑢𝑗 , with 𝑢𝑖 the flow velocity, still has to be modeled. The most direct methods are based
n a time-accurate simulation of the turbulent flow. However and as already pointed out, these methods are too expensive for high
eynolds numbers flows. On the one hand, at high frequencies the radiated noise is produced by small eddies that require a very

ine grid to be modeled. On the other hand, the spatial extent of the computational domain must be larger than the turbulent flow
orrelation length scales that can be very large at low frequency [25]. Rather than using a time-accurate description of the turbulent
low, stochastic noise generation and radiation (SNGR) methods can be used. These approaches have been successfully applied
o trailing edge noise prediction [26] but very large computer resources are required in order to generate and store turbulence
escription data. Finally, a statistical description of the turbulent flow can be employed. The main advantage of this alternative is
hat a statistical model can be built without the knowledge of the instantaneous turbulent flow variables. For instance, a simulation
f the mean flow or an estimate of the turbulent boundary layer parameters can be used to compute the turbulent velocity cross-
orrelation functions required in the flow noise prediction model. Moreover, a statistical model can be expressed directly in the
requency domain making it the most suitable approach for a noise prediction model based on the Green’s function formalism.

.2. Sound generation by a turbulent flow in the vicinity of a scattering half plane

In the scope of edge noise prediction models, the foil is usually assimilated to an infinite half-plane. For trailing edge noise, we
ocus on the noise radiated by a turbulent boundary layer of finite dimensions scattered at the edge of this half-plane. Referring to
ig. 1, we consider here that a turbulent boundary layer with transverse mean shear is developing over the plate. For leading edge
oise, we assume that the foil is immersed in an homogeneous incident turbulent flow. In both cases, only the streamwise component
f the mean velocity is non-zero: in the boundary layer, the mean velocity 𝐔 = 𝑈1(𝑦2)𝐞1 is only a function of the distance to the
all and it is a constant for an inflow turbulence without mean shear. Assuming an incompressible flow and considering only the
ean-shear/turbulence interaction term [27], Eq. (5) becomes:

𝑝(𝐱, 𝜔) = ∫𝑉
2𝜌0𝑈1(𝑦2)

(

𝜕2G𝑇 (𝐱, 𝐲, 𝜔)
𝜕𝑦21

𝑢′1(𝐲, 𝜔) +
𝜕2G𝑇 (𝐱, 𝐲, 𝜔)
𝜕𝑦1𝜕𝑦2

𝑢′2(𝐲, 𝜔) +
𝜕2G𝑇 (𝐱, 𝐲, 𝜔)
𝜕𝑦1𝜕𝑦3

𝑢′3(𝐲, 𝜔)
)

𝑑𝑉 (𝐲), (8)

here 𝑢′𝑖 denotes the velocity fluctuations defined by 𝑢𝑖 = 𝑈𝑖 + 𝑢′𝑖 . The power spectral density is then expressed by :

𝑆𝑝𝑝(𝐱, 𝜔) = ⟨𝑝(𝐱, 𝜔)𝑝∗(𝐱, 𝜔)⟩

= ∫𝑉 ∫𝑉
4𝜌20𝑈1(𝑦2)𝑈1(𝑧2)

(

𝜙𝑖𝑗 (𝐲, 𝐳, 𝜔)
𝜕2G𝑇 (𝐱, 𝐲, 𝜔)

𝜕𝑦1𝜕𝑦𝑖

𝜕2G∗
𝑇 (𝐱, 𝐳, 𝜔)
𝜕𝑧1𝜕𝑧𝑗

)

𝑑𝑉 (𝐲)𝑑𝑉 (𝐳)
(9)

here 𝜙𝑖𝑗 (𝐲, 𝐳, 𝜔) = ⟨𝑢𝑖(𝐲, 𝜔)𝑢∗𝑗 (𝐳, 𝜔)⟩ are the turbulent velocity cross-correlation spectra, ⟨⟩ is the ensemble average operator and
he superscript ∗ denotes the complex conjugate. 𝐲 and 𝐳 are two sources position inside the turbulence volume 𝑉 . Therefore, the
omputation of Eq. (9) requires the knowledge of all the velocity fluctuation spectra 𝜙𝑖𝑗 expressed in the physical space which will
e studied in Section 3. The expressions for the Green’s function tailored to a semi-infinite plate are presented in Appendix A.
3
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Fig. 1. Coordinate system and semi-infinite plate definition for trailing edge noise prediction.

2.3. Monte Carlo integration methods

In order to evaluate the power spectral density using Eq. (9), a 6-dimensional integration must be performed. The most suitable
type of methods for evaluating integrals with a large number of dimensions are those based on stochastic techniques: Monte Carlo
methods. While the error made by deterministic quadrature methods increases exponentially with the number of dimensions, the
one associated with probabilistic method simply does not depend on it. It can be shown that the error decreases in the worst
case (i.e. without using any adaptative method) as 𝑁−1∕2, where 𝑁 is the number of samples of the integrand function [28]. The
counterpart of Monte Carlo integration methods is that a high integration precision cannot be achieved. But a high precision is
not necessary since a targeted ±1 dB precision on the radiated sound pressure level is reached for a relative error on the pressure
spectrum of 25%. There are several adaptative methods used to reduce the integration error [29] and the most popular ones are
importance sampling and stratified sampling. On the one hand, the idea of importance sampling is to modify the probability density
function, which is uniform in the classical Monte Carlo integration method, in order to concentrate the integrand evaluations points
in the regions of largest magnitude. On the other hand, the stratified sampling technique consists in the subdivision of the integration
domain into sub-domains over which the integral will be evaluated.

The GNU Scientific Library (GSL) implements the VEGAS [29] algorithm which makes use of both importance and stratified
sampling techniques. It is an iterative algorithm that constantly adapts to the integrand until a chosen convergence criteria is
reached. Moreover, it allows us to estimate the consistency of the computed integration error by computing the Chi-square 𝜒2 by
degree of freedom. According to the GSL documentation, a good choice of the convergence criterion on the 𝜒2 is to set it to 0.5. At
each iteration, the integrand is evaluated 𝑁𝑖 = 105 times. The computation ends when both a precision of 25% and the convergence
criteria are reached. It appears that the number of integrand evaluations made at each iteration could have a significant impact on
the convergence of the quadrature algorithm especially at high frequency, when this number should be increased.

3. Statistical description of the turbulent flow

3.1. Turbulent velocity cross-spectrum in physical space

Once the tailored Green’s function is known, the remaining term that is required for the computation of the power spectral
density using Eq. (9) is the turbulent velocity cross-correlation spectrum 𝜙𝑖𝑗 . In order to derive an analytical expression for 𝜙𝑖𝑗 , we
assume in the first place an homogeneous and isotropic turbulent flow. The wavenumber spectrum of the velocity fluctuations can
4
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be expressed in a frame of reference moving with the average flow as [30]:

𝜙(1,2,3)
𝑖𝑗 (𝑘1, 𝑘2, 𝑘3) =

𝐸(𝑘)
4𝜋𝑘2

(

𝛿𝑖𝑗 −
𝑘𝑖𝑘𝑗
𝑘2

)

, (10)

where 𝐸(𝑘) is the turbulent kinetic energy spectrum and 𝑘 =
√

𝑘21 + 𝑘
2
2 + 𝑘

2
3 is the wavenumber magnitude. There are several ways

o express 𝐸(𝑘) but the most widely used model is the one suggested by von Kármán :

𝐸(𝑘) = 55
9
√

𝜋

𝛤 (5∕6)
𝛤 (1∕3)

𝑢2
𝑘𝑒

(𝑘∕𝑘𝑒)4
[

1 + (𝑘∕𝑘𝑒)2
]17∕6

, (11)

with 𝑘𝑒 the energy bearing wavenumber and 𝑢2 the variance of the turbulence fluctuations, identical in any direction for an isotropic
turbulence (𝑢2 = 𝑢21 = 𝑢22 = 𝑢23). Still for isotropic turbulence, the wavenumber 𝑘𝑒 can be defined in terms of the longitudinal integral
length scale 𝐿(1)

11 :

𝑘𝑒 =

√

𝜋

𝐿(1)
11

𝛤 (5∕6)
𝛤 (1∕3)

. (12)

The wavenumber spectrum of the velocity fluctuations can be expressed in the fixed frame of reference by introducing the convection
mean velocity 𝑈𝑐 and the moving axis spectrum 𝜙𝑚(𝜔 − 𝑈𝑐𝑘1):

𝜙𝑖𝑗 (𝑘1, 𝑘2, 𝑘3, 𝜔) = 𝜙𝑖𝑗
(1,2,3)

(𝑘1, 𝑘2, 𝑘3)𝜙𝑚(𝜔 − 𝑈𝑐𝑘1). (13)

Then, following Blake [30], the classical frozen turbulence assumption is modified in order to take into account the moving-axis
decay. He suggested to describe this decay using:

𝜙𝑚(𝜔 − 𝑈𝑐𝑘1) = 𝛿(𝜔 − 𝑈𝑐𝑘1)e−𝛾|𝜔𝑟1∕𝑈𝑐 |, (14)

where 𝛾 = 0.3 is an empirical parameter and where 𝐫 = 𝐲 − 𝐳 = (𝑟1, 𝑟2, 𝑟3) is the correlation distance. The velocity cross-correlation
spectra is then obtained by taking the inverse Fourier transform of (13). It yields:

𝜙𝑖𝑗 (𝑟1, 𝑟2, 𝑟3, 𝜔) = e−𝛾|𝜔𝑟1∕𝑈𝑐 | e
i𝜔𝑟1∕𝑈𝑐

𝑈𝑐 ∬

∞

−∞
𝜙𝑖𝑗

(1,2,3)
(𝜔∕𝑈𝑐 , 𝑘2, 𝑘3)ei(𝑘2𝑟2+𝑘3𝑟3)𝑑𝑘2𝑑𝑘3. (15)

Then, it is shown in Appendix C that the turbulence velocity cross-correlation spectrum can be written as:

𝜙𝑖𝑗 (𝑟1, 𝑟2, 𝑟3, 𝜔) =
55

9
√

𝜋

𝛤 (5∕6)
𝛤 (1∕3)

𝑢2
4𝜋𝑘𝑒

e−𝛾|𝜔𝑟1∕𝑈𝑐 | e
i𝜔𝑟1∕𝑈𝑐

𝑈𝑐
𝜑𝑖𝑗 (𝜉2, 𝜉3, 𝜔), (16)

here 𝜉𝑖 = 𝑘𝑒𝑟𝑖. The expressions of the 𝜑𝑖𝑗 are detailed in Appendix C.

.2. Estimates of the turbulent parameters

To compute 𝜙𝑖𝑗 with Eq. (16) we have to define : the energy bearing wavenumber 𝑘𝑒, the convection mean velocity 𝑈𝑐 and the
ariance of the turbulent fluctuations 𝑢2. For leading edge noise calculations, if we assume an homogeneous and isotropic inflow
urbulence, both 𝑘𝑒 and 𝑢2 are constants and they are obtained straightforwardly from an experimental estimate of the longitudinal

integral length scale and the turbulence intensity. 𝑈𝑐 is also constant and equal to the inlet mean velocity. For trailing edge noise
prediction, or if the incident turbulence is non-homogeneous, there are many strategies, depending on how the turbulent flow is
simulated. We have chosen to define 𝑘𝑒, 𝑈𝑐 and 𝑢2 from a calculation of the boundary layer parameters along the airfoil chord.
Since a turbulent boundary layer cannot be reasonably assumed homogeneous, we will have to introduce an inhomogeneity in the
model. This can be achieved by assuming that 𝑘𝑒, 𝑈𝑐 and 𝑢2 depend on the source location. In the present study, all parameters
of the turbulent boundary layer are estimated from an XFoil simulation. The XFoil [31] prediction code provides an estimate of
the boundary layer quantities along the chord of the profile such as the boundary layer displacement thickness 𝛿∗ and momentum
hickness 𝜃, the friction coefficient 𝐶𝑓 , the pressure coefficient 𝐶𝑝 and the velocity at the edge of the boundary layer 𝑈𝑒. The

calculation of the turbulent parameters from an estimation of the boundary layer parameters is presented in Appendix B.

4. Results

In order to validate the model predictions for both trailing edge noise and leading edge noise, a NACA 0012 airfoil at zero angle
of attack is considered. For comparison purpose, we use the experimental data of [19] for trailing edge noise and [32] for leading
edge noise. Then, the model predictions for boundary layer noise are compared with empirical models from the literature. Finally,
a method to reduce computational costs is introduced. For each spectrum, estimated integration errors associated with the Monte
Carlo quadrature methods described in Section 2.3, are plotted and denoted by transparent areas.
5
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Fig. 2. Acoustic pressure spectrum (𝐺𝑝𝑝(𝑓 ) = 4𝜋𝑆𝑝𝑝(𝜔)) for an observer at 1.17 m above the trailing edge obtained for three Mach numbers 𝑀 using Eq. (9)
and ( ) the compact source approximation of the Green function (A.3) or ( ) the multiple scattering Green function (A.4). Transparent areas
define the estimated integration error given by the VEGAS algorithm.

Fig. 3. Acoustic pressure spectrum (𝐺𝑝𝑝(𝑓 ) = 4𝜋𝑆𝑝𝑝(𝜔)) for an observer at 1.17 m above the trailing edge obtained for 𝑀 = 0.06 using Eq. (9) and the compact
source approximation of the Green function (A.3) or the far field approximation (A.2). Transparent areas define the estimated integration error given by the
VEGAS algorithm.

4.1. Trailing edge noise prediction

First, we focus on trailing edge noise prediction for a NACA 0012 profile of chord 𝑐 = 0.2 m and span 𝐿 = 0.45 m. Fig. 2 shows the
far-field radiated noise spectrum predictions obtained using the compact approximation (A.3) of the Green function and the Multiple
Scattering Green function (A.4) for a zero angle of attack and at various Mach numbers. Three wind speeds are chosen : 20.58 m
s−1, 41.16 m s−1 and 61.74 m s−1. The observer is located at 1.17 m above the trailing edge and at mid-span. The airfoil model
6
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Fig. 4. (Right) Acoustic pressure spectrum (𝐺𝑝𝑝(𝑓 ) = 4𝜋𝑆𝑝𝑝(𝜔)) for an observer at 1.17 m above the trailing edge obtained using Eq. (9) and the far field
approximation of the Green function (Eq. (A.2) with 𝑚𝑚𝑎𝑥 = 20). Study of the contribution of three regions of the turbulence volume, far from the edge, which
extend from 𝑦1∕𝑐 = 0 to: 𝑦1∕𝑐 = −0.01 (𝐴), 𝑦1∕𝑐 = −0.05 (𝐵) and 𝑦1∕𝑐 = −0.1 (𝐶). (Left) Absolute value of the integrand (Eq. (17)) in the turbulent boundary layer
evaluated at 573 Hz and for 𝐲 = 𝐳 (Top) - Normalized absolute value of the integrand for a source above the trailing edge at 𝐲 = (0, 𝛿𝑏𝑙∕2, 0) and 𝐳 = 𝐲+𝑟1𝐞𝟏(Bottom).

Fig. 5. (Right) Acoustic pressure spectrum (𝐺𝑝𝑝(𝑓 ) = 4𝜋𝑆𝑝𝑝(𝜔)) for an observer at 1.17 m above the trailing edge obtained using Eq. (9) and the far field
approximation of the Green function (Eq. (A.2) with 𝑚𝑚𝑎𝑥 = 20). Study of the contribution of three regions of the turbulence volume, far from the edge, which
extend from 𝑦1∕𝑐 = −1.0 to: 𝑦1∕𝑐 = −0.01 (𝐷), 𝑦1∕𝑐 = −0.05 (𝐸) and 𝑦1∕𝑐 = −0.1 (𝐹 ). (Left) Absolute value of the integrand (Eq. (17)) in the turbulent boundary
layer at 573 Hz and for 𝐲 = 𝐳.

was tripped using a roughness strip on both sides to ensure a fully developed turbulent boundary layer. In the XFoil simulation, the
laminar to turbulent transition is forced at the leading edge. At low frequencies significant differences can be observed. As explained
by Stalnov et al. [19], the increase of the measurement is due to the jet noise in the wind tunnel and is not accounted for by our
7
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prediction model. At higher frequencies, both trends and absolute levels are in good agreement with experimental data. Oscillations
due to the non-compactness of the airfoil are well predicted by the Multiple Scattering Green function, especially at 𝑀 = 0.06. The
predicted maximum peaks appear to be well localized which means that the integral length scales are also correctly predicted.

To confirm that the use of the compact approximation (A.3) of the Green’s function is sufficient, Fig. 3 shows the predictions
obtained at 𝑀 = 0.06 with the far-field approximation of the Green function (Eq. (A.2)) and calculated for two values of 𝑚𝑚𝑎𝑥, the
number of terms in the truncated series. It appears that the use of the compact approximation is perfectly justified up to at least
4 kHz. Beyond that, a discrepancy between the results obtained with the two Green functions appears and it reaches about 3dB at
6 kHz, in a frequency range where the comparison with the experimental results is unfortunately not available. This result confirms
what we observed on the calculation of the second derivatives of Green’s function (see Fig. A.12): the sources close to the edge
contribute most effectively to the global radiation.

We can study more quantitatively this particularity, thanks to an advantage of the volume integral approach over the surface
integral approaches: its ability to study the contribution of different regions of the turbulent volume to the radiated noise. In order
to do that, we present the contributions of 6 different regions in the boundary layer in Figs. 4 and 5. The turbulence volume is
truncated at three points: 𝑦1∕𝑐 = −0.01, 𝑦1∕𝑐 = −0.05 and 𝑦1∕𝑐 = −0.1. The regions denoted as 𝐴, 𝐵 and 𝐶 are defined on Fig. 4 and
correspond to the areas closest to the trailing edge. The regions denoted as 𝐷, 𝐸 and 𝐹 are defined on Fig. 5 and correspond to
he most distant ones. Here, the far-field approximation of the Green’s function tailored to the semi-infinite plane (Eq. (A.2) with
𝑚𝑎𝑥 = 20) must be used because the compact approximation (Eq. (A.3)) would not allow us to correctly quantify the contributions
f the sources far from the trailing edge. On the left side of Figs. 4 and 5 is plotted the spatial evolution of the absolute value of
he integrand in Eq. (9), i.e :

|(𝐱, 𝐲, 𝐳, 𝜔)| =
|

|

|

|

|

4𝜌20𝑈1(𝑦2)𝑈1(𝑧2)𝜙𝑖𝑗 (𝐲, 𝐳, 𝜔)
𝜕2G𝑇
𝜕𝑦1𝜕𝑦𝑖

(𝐱, 𝐲, 𝜔)
𝜕2G∗

𝑇
𝜕𝑧1𝜕𝑧𝑗

(𝐱, 𝐳, 𝜔)
|

|

|

|

|

. (17)

ontrary to what was observed on the second derivatives of the Green’s function (see Fig. A.12), the sources that contribute most
fficiently to the radiated noise are not the ones closest to the edge, but those located above the trailing edge. This is obviously
xplained by the fact that 𝑈1 = 0 on the airfoil surface (𝑦2 = 0). Thus, the integrand cancels on the wall and the contribution of

the viscous sublayer to the overall radiated noise turns out to be negligible, as can be seen in Fig. 4. On Fig. 4 (right), it appears
that considering only the 5% closest to the edge (area 𝐵) allows to obtain a satisfactory estimate of the radiated noise and that the
contribution of the rest of the volume is negligible on the whole frequency range. However, considering the 1% closest to the edge
yields to a significant underestimation of the acoustic pressure spectrum for frequencies below 2 kHz. On Fig. 4 (bottom-left), we
plot the normalized integrand Eq. (17) for 𝐲 = (0, 𝛿𝑏𝑙∕2, 0) and 𝐳 = 𝐲+ 𝑟1𝐞𝟏 and for a correlation distance in the streamwise direction
varying from 𝑟1 = −0.2𝑐 to 𝑟1 = 0. At 573 Hz, it can be observed that if the boundary layer is truncated at 1% of the chord (area 𝐴)
a significant part of the integrand is neglected which yields to the underestimated pressure levels observed on the radiated pressure
spectrum. At low frequency, a deviation up to 2dB can be observed between the contributions of areas (𝐵) and (𝐶) and the result
btained with the entire volume. These differences can be explained by the fact that by truncating the volume of turbulence, the
ffects of cross-correlations between vortices close to the edge and those far from the edge are neglected. The conclusion of Fig. 4 is
hat by judiciously truncating the turbulence volume, it is then possible to take advantage of a reduction in computation time with
small impact on the quality of the predictions. Finally, the contributions of the regions far from the edge are studied in Fig. 5. The

requency slopes associated with regions 𝐸 and 𝐹 are significantly different from those associated with the other regions (𝐴, 𝐵 and
). Looking at the region 𝐹 , it appears that the frequency slope tends to become a constant and the ‘‘bell’’ shape of the spectrum
as disappeared.

.2. Leading edge noise prediction

For leading edge noise prediction, we consider a NACA 0012 airfoil, of chord 𝑐 = 0.23 m and span 𝐿 = 0.53 m immersed
n a free-stream turbulence of constant integral length scale. The configuration is presented in Fig. 6. We assume that there is
o turbulent boundary layer over the airfoil surface so that only leading edge noise is calculated. According to Paterson and
miet [32], the longitudinal integral length scale is taken equal to 𝐿(1)

11 = 0.3m and the turbulence intensity to 𝐼 = 4.5%. Since
only eddies close to the edge have a significant contribution to the total radiated noise levels, the size of the turbulence volume in
both the streamwise and normal directions have no impact on the radiated noise levels. Therefore we consider a box defined by
{(𝑦1, 𝑦2, 𝑦3), 𝑦1 ∈ [0, 𝑐], 𝑦2 ∈ [−𝑐, 𝑐], 𝑦3 ∈ [−𝐿∕2, 𝐿∕2]}. The observer is located at a distance 2.25 m from the mid-chord of the airfoil
at 𝐱 = (−0.115, 2.25, 0). Four wind speeds are chosen : 40.0 m s−1, 60.0 m s−1, 90.0 m s−1 and 120.0 m s−1. Fig. 7 shows the far-field
radiated noise spectrum predictions obtained for both the Half Plane and the Multiple Scattering Green function. Predictions appear
to be in excellent agreement with experimental data, especially when the Multiple Scattering Green’s function is used. Because our
model allows us to take into account the effective distance of the eddies to the edge, unlike the surfacic approaches of Amiet or of
the diffraction theory, no additional thickness correction term is required for leading edge noise prediction [33].

Fig. 8 shows a comparison of the contribution of each term to the leading edge noise for the lowest speed (𝑀 = 0.12). Each
curve shows the result of the calculation of the integral of the Eq. (9) by isolating each term 𝜙𝑖𝑗 , i.e. by considering each time that
all the 𝜙𝑖𝑗 terms are zero except one. At low frequencies, only the 𝜙11 term has a significant contribution. At 100 Hz and above, 𝜙11
and 𝜙22 are dominant, and at higher frequencies all terms that do not contain the derivative of Green’s function in the spanwise
irection (i.e., the 𝜙11, 𝜙12, and 𝜙22 terms) have a significant contribution to the radiated noise. The 𝜙13, 𝜙23 and 𝜙33 are not plotted
8
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Fig. 6. Illustration of the leading-edge noise configuration.

Fig. 7. Acoustic pressure spectrum (𝐺𝑝𝑝(𝑓 ) = 4𝜋𝑆𝑝𝑝(𝜔)) for leading edge noise at an observer at 2.25 m and at mid-chord above the profile, obtained using Eq. (9)
and ( ) the compact source approximation of the Green function (A.3) or ( ) the multiple scattering Green function (A.4). Transparent areas
define the estimated integration error given by the VEGAS algorithm.

4.3. Boundary layer noise prediction

Boundary layer noise corresponds to the radiation directly associated to the turbulence, in the absence of any diffraction effect.
This contribution to the global radiation which necessarily appears when an obstacle is placed in a flow is generally neglected at
low Mach number because it can be shown that the ratio between this direct radiation and the radiation related to the diffraction
effects is proportional to the Mach number squared. This leads to a lack of quantitative evaluation of the direct radiation in the
literature while it is not clear whether this contribution can be neglected over the whole frequency range. The objective of this
section is to present the prediction of this direct radiation for a NACA 0012 airfoil with no incidence angle at 𝑀 = 0.06 and to
show, as much as possible, that our predictions are consistent with the empirical models. Since no experimental (or numerical) data
are available at such a low Mach number, radiated noise predictions are compared to Howe’s model combined with an empirical
wall pressure spectral model. First, for an observer above the boundary layer, the far-field radiated pressure spectrum is related to
9
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Fig. 8. Acoustic pressure spectrum (𝐺𝑝𝑝(𝑓 ) = 4𝜋𝑆𝑝𝑝(𝜔)) for leading edge noise at an observer at 2.25 m and at mid-chord above the profile, obtained using Eq. (9)
and the compact source approximation of the Green function (A.3). Transparent areas define the estimated integration error given by the VEGAS algorithm.

the wavenumber–frequency wall pressure spectrum by [34]:

𝑆𝑝𝑝(𝐱, 𝜔) =
2𝑘20
|𝐱|2

𝜙𝑝𝑝 (0, 𝜔) , (18)

where  is the area of the wetted surface. Then, we use three empirical models for the wavenumber–frequency wall pressure
spectrum: the Goody’s model [35] and the Chase’s [7] for a zero pressure gradient flow and the Lee’s model [36] that can be used
for adverse pressure gradient flows. Goody’s model and Lee’s model are two models for the one-point wall pressure spectrum and
must be used with a model for the wavenumber wall pressure cross-spectrum that can be used in the acoustic wavenumber domain.
In the present study, we choose to use these two models with the Smol’yakov and Tkachenko cross-spectrum model [37]. All these
empirical wall pressure spectrum models require an estimate of the turbulent boundary layer parameters. However, the location at
which they must be computed is arbitrary and, contrary to trailing edge noise predictions, it is not necessarily the sources the closest
to the edge that will have the most significant contribution to the radiated noise. Therefore, we extract boundary layer parameters
at 75% of the chord (𝑦1∕𝑐 = −0.25) and at 90% of the chord (𝑦1∕𝑐 = −0.1). Predictions from Eq. (9) are obtained using the Green
function of the half-space :

𝐺𝑇 (𝐱, 𝐲, 𝜔) = 𝐺0(𝐱, 𝐲, 𝜔) + 𝐺0(𝐱, 𝐲∗, 𝜔), (19)

where 𝐲 = (𝑦1, 𝑦2, 𝑦3) and 𝐲∗ = (𝑦1,−𝑦2, 𝑦3). The observer is placed as in Section 4.1 at 𝐱 = (0.0, 1.22m, 0.0) in order to allow
a comparison with the observed levels for the trailing edge noise. An XFoil simulation is used to estimate the evolution of the
boundary layer parameters on a NACA 0012 profile of chord 𝑐 = 0.2m and span 𝐿 = 0.45m which leads to  = 0.09m2. At 90% of
the chord the friction velocity is equal to 𝑢𝜏 = 0.818m s−1, the momentum thickness to 𝛿∗ = 1.125mm and the Clauser’s parameter
to 𝛽𝑐 = 4.1. At 75% of the chord, 𝑢𝜏 = 0.926m s−1, 𝛿∗ = 0.834mm and 𝛽𝑐 = 0.42. Fig. 9 shows a comparison between the predictions
obtained from Eq. (9) and the predictions obtained from the empirical wall pressure spectrum models. The configuration being the
same as for Figs. 2 or 3 (only the Green’s function used has been changed), it appears that the levels associated with the contribution
of the direct field is more than 25 dB lower than the levels observed for the total field over the whole frequency range. Predictions
obtained from Eq. (9) take into account the evolution of the boundary layer along the chord. They appear to be relatively close to
the Goody model and the general trend is retrieved. Also, it can be observed on Fig. 9 that the Lee’s model predictions are close to
Goody’s model predictions at 75% of the chord but are around 10 dB above Goody’s model predictions at 90% of the chord where
the adverse pressure gradient is more important. We observe that predictions based on Chase’s model are close to our predictions
above 1000 Hz, which corresponds to 𝜔𝛿∗∕𝑈∞ > 0.3. This is expected as the range of validity of the Chase model is rather at high
frequencies (𝜔𝛿∗∕𝑈∞ > 1) (See Dowling [7, Figure 16.4]).

4.4. Reducing computational costs

Even if the computational cost is not a main concern in the current study since we use simple analytical Green functions, it
may become an issue if we choose to use either the exact Green function (A.1) or a numerical tailored Green function. Our goal
10
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Fig. 9. Acoustic pressure spectrum (𝐺𝑝𝑝(𝑓 ) = 4𝜋𝑆𝑝𝑝(𝜔)) for boundary layer edge noise at an observer at 1.17 m above the trailing edge obtained using Eq. (9) and
the Green function of the half-space (19), and using Goody’s and Lee’s models combined with the Smol’yakov and Tkachenko model for the wavenumber–frequency
wall pressure spectrum. Transparent areas define the estimated integration error given by the VEGAS algorithm.

Table 1
Impact of 𝑟𝑚𝑎𝑥 on the computation time, speedup values and the maximum deviation
obtained between 350 Hz and 4500 Hz.

Criteria 𝑟𝑚𝑎𝑥 Computation time Speedup Maximum deviation

Without criteria 6534 s 1 0
0.01 m 467 s 14 0.74 dB
0.0025 m 178 s 36.7 1.46 dB
0.002 m 66 s 99 3.82 dB
0.5𝜆𝑖 47 s 140 1.79 dB
𝜆𝑖 257 s 25.4 0.94 dB
2𝜆𝑖 163 s 40 1.24 dB

here is to try to reduce the computational cost as much as possible. Until now, the calculation of the 6-dimensional integral is
performed without taking advantage of the fact that two very distant eddies are perfectly uncorrelated. By introducing 𝑟𝑚𝑎𝑥, a
correlation distance beyond which the velocity fluctuations cross-spectrum is considered as equal to zero, it is possible to reduce
the computational cost significantly. The simplest approach consists in using a maximum correlation length that does not depend
on the frequency. However, the correct criterion is unknown and requires some computations to be estimated. An alternative is to
use a criterion similar to the Corcos’ length scales that are inversely proportional to the frequency. We define two different length
scales according to the direction. In the streamwise direction, we use 𝜆1 = 9.0𝑈∞∕𝜔 and in the spanwise direction 𝜆3 = 1.4𝑈∞∕𝜔.
Then, by introducing 𝑎, a user-defined coefficient, we define a distance criterion 𝑟(𝑖)𝑚𝑎𝑥 = 𝑎𝜆𝑖 with 𝑖 ∈ {1, 3}. Fig. 10 shows the far-field
radiated noise spectrum calculations for different values of 𝑟𝑚𝑎𝑥. We consider the same configuration as in Fig. 2 at 𝑀 = 0.06. We
can observe on the left side of the figure that when the maximum correlation length scale decreases, the predicted levels are good
and are mostly comparable, excepting at low frequencies where they tend to decrease with the frequencies. Such a frequency cannot
be observed if the frequency-dependent criterion is used. On the right side of the figure, it appears as expected that the predicted
levels are underestimated if the parameter 𝑎 is to small (𝑎 ≤ 0.5). Fig. 10 has shown that the results are of course better for a
large correlation distance but this is at the cost of a larger computational time. To determine a good compromise between precision
and computational costs, the computation times obtained to compute the radiated pressure level for 17 frequencies from 350 Hz to
4500 Hz with the different definitions of 𝑟𝑚𝑎𝑥 are given in Table 1. We used a single core i7-10750H CPU@2.60 GHz processor for all
the computations. It appears that a significant reduction (up to two orders of magnitude) in the required computational time can be
obtained with less than 1 dB deviation for 𝑎 = 1 or 2, which seems to be the best compromise. Note that for 𝑎 = 1 the computational
time is surprisingly larger than for 𝑎 = 2, but at least leading to a small maximum deviation. The reason is that the computation
time is not perfectly controllable since the behavior of the VEGAS algorithm is non-deterministic.
11
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Fig. 10. Acoustic pressure spectrum (𝐺𝑝𝑝(𝑓 ) = 4𝜋𝑆𝑝𝑝(𝜔)) for trailing edge noise at observer at 1.17 m above the trailing edge obtained using the multiple
scattering Green function (A.4). The criteria 𝑟𝑚𝑎𝑥 is either defined as a constant (left) or from Corcos’ length scales (right). Transparent areas define the estimated
integration error given by the VEGAS algorithm.

5. Conclusion

By using a tailored Green’s function and a new analytical model for the statistical description of the turbulent flow, we have
developed an approach for flow noise prediction which can be applied to realistic rigid airfoil geometries. This preliminary study
aims at proving the validity of the method in term of both computational cost and accuracy. It appears that, even with a quite
simple estimate of the boundary layer parameters and an analytical model for the mean velocity, trailing edge noise predictions
are in good agreement with experimental data. Using measured values of the integral length scale and of the turbulence intensity,
the model is also able to predict accurately the leading edge noise as well without any empirical thickness correction. The main
advantage of the approach presented in this study is that it allows us to take into account the true location of the noise sources and
to study the relative contributions of the sources inside the volume. In addition, the model can be used to provide an estimation of
the boundary layer noise which is usually neglected at low Mach number. The calculation of the 6-dimensional integral appeared
to be tractable using an efficient Monte Carlo quadrature algorithm. As shown in Section 4.4, a relatively low CPU time is required
when a reasonable limit on the correlation length scale is set.

The approach presented in this study can be extended in various ways. In the sequel of this study, our main objective is to
apply this approach to rigid boundaries of arbitrary shapes by using a numerical Green’s function. The numerical Green’s function,
tailored to a given arbitrary geometry, can be determined using a specific Boundary Element Method which has been introduced
in [38]. Moreover, the turbulence model introduced in this approach can be used straightforwardly with a simulation of the
mean-flow which could handle more complex three-dimensional flows. Finally, it would be interesting to add the contribution
of turbulence–turbulence interaction terms, that are neglected in the present study.
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ppendix A. Analytical tailored Green’s function

This appendix aims to present analytical expressions for the tailored Green function that are used in Eq. (9). The exact Green
unction tailored to the infinite half plane defined by {(𝑦1, 𝑦2, 𝑦3), 𝑦2 = 0, 𝑦1 < 0} and described in Fig. 1 is [39]:

G𝑇 (𝐱, 𝐲, 𝜔) =
−𝑖
8𝜋 ∫

∞

−∞

∞
∑

𝑚=0
𝑎𝑚

[

J𝜈𝑚 (𝛾𝑟𝑥)H
(1)
𝜈𝑚
(𝛾𝑟𝑦)H(𝑟𝑦 − 𝑟𝑥) + J𝜈𝑚 (𝛾𝑟𝑦)H

(1)
𝜈𝑚
(𝛾𝑟𝑥)H(𝑟𝑥 − 𝑟𝑦)

]

× cos
(

𝜈𝑚(𝜃𝑥 + 𝜋)
)

cos
(

𝜈𝑚(𝜃𝑦 + 𝜋)
)

ei𝑘3(𝑥3−𝑦3)𝑑𝑘3,

(A.1)

where 𝛾 = 𝛾(𝑘3) =
√

𝑘20 − 𝑘
2
3, H is the Heaviside function, J𝜈𝑚 is the Bessel function of order 𝜈𝑚, 𝑎0 = 1, 𝑎𝑚 = 2 and where H(1)

𝜈𝑚 is the
Hankel function of the first kind of order 𝜈𝑚. Observer and source locations are respectively expressed in cylindrical coordinates by
𝐱 = (𝑟𝑥, 𝜃𝑥, 𝑥3) and 𝐲 = (𝑟𝑦, 𝜃𝑦, 𝑦3) with 𝜃𝑥,𝑦 ∈ (−𝜋, 𝜋). In particular, we consider an observer in the far field 𝑟𝑥 ≫ 𝑟𝑦 and then using
the asymptotic behavior of the Hankel function and the theorem of the stationary phase, Eq. (A.1) can be reduced to [39]:

G𝑇 (𝐱, 𝐲, 𝜔) ≈ − 1
4𝜋

∞
∑

𝑚=0
𝑎𝑚 cos

(

𝜈𝑚(𝜃𝑥 + 𝜋)
)

cos
(

𝜈𝑚(𝜃𝑦 + 𝜋)
)

J𝜈𝑚 (𝑘0𝑟𝑦 sin𝐴)
ei𝑘0|𝐱−𝑦3𝐞𝟑|
|𝐱 − 𝑦3𝐞𝟑|

e−i𝜋𝑚∕4, |𝐱| → ∞, (A.2)

ith tan𝐴 = 𝑟𝑥∕(𝑥3 − 𝑦3). Formulations (A.1) and (A.2) are quite expensive to compute especially at high frequencies. This is a
roblem since if one attempts to compute (1) considering a finite boundary layer over a semi-infinite half plane, the Green function
ill have to be evaluated at many points and in particular where 𝑘0𝑟𝑦 is not small which requires to include many terms in the

ums of Eqs. (A.1) or (A.2). But as we will detail now, only areas close to the edge (𝑘0𝑟𝑦 ≪ 1) have to be taken into account. Indeed,
ccording to the analysis of Ffowcs Williams and Hall [8] analysis, three regions in the turbulent volume can be distinguished. For
source far from the edge (𝑘0𝑟𝑦 ≫ 1) and located upstream, the tailored Green function (Eq. (A.1)) is equal to the half-space Green

unction, meaning that G𝑆 ≈ G0. Therefore, a source upstream and far from the edge will have a contribution of specular nature to
he total radiated field. For a source located downstream and far from the edge, the tailored Green function is equal to the free-field
reen function, so G𝑆 ≈ 0. Finally, for a source located near the edge (𝑘0𝑟𝑦 ≪ 1) the classic cardioid directivity pattern is recovered,
eaning that the scattered part of the tailored Green function is dominant (G𝑆 ≫ G0). Thus, we expect that sources in the vicinity

f the edge will have the highest contribution to the total radiated field.
In the numerical tests, an approximation of Eq. (A.2) will by used. Indeed, close to the edge, Eq. (A.2) can be further simplified.

estricting the sum in (A.2) to 𝑚 ≤ 1 and considering 𝑘0𝑟𝑦 ≪ 1 lead to the so-called compact Green function used in the theory of
owe [3]:

G𝑇 (𝐱, 𝐲, 𝜔) =
−ei𝑘0|𝐱−𝑦3𝐞𝟑|
4𝜋|𝐱 − 𝑦3𝐞𝟑|

−

√

𝑘0𝑟𝑥 sin(𝜃𝑥∕2)
√

𝑟𝑦 sin(𝜃𝑦∕2)

𝜋
√

2i𝜋|𝐱 − 𝑦3𝐞𝟑|3∕2
ei𝑘0|𝐱−𝑦3𝐞𝟑|, 𝑘0𝑟𝑦 ≪ 1, |𝐱| → ∞, (A.3)

It is important to notice that, unlike the Howe’s theory that is expressed in the Fourier space and thus considers an infinite
patial extent of the boundary layer in the streamwise direction, the approach presented here takes into account the true shape of
he turbulent boundary layer for which the compact source approximation of the Green function may not be suitable. Indeed, there
re less and less eddies close to the edge (i.e. satisfying 𝑘0𝑟𝑦 ≪ 1) when we increase the frequency and therefore the contribution
f an increasing number of eddies will be poorly predicted. In order to investigate this aspect, we show in Figs. A.11 and A.12
wo comparisons between Eqs. (A.2) and (A.3). In both cases, the observer is located in the far-field above the trailing edge and
he absolute value of the Green function, respectively the absolute value of the second derivatives of the Green function, is plotted
ersus the location of a source around the half plane edge. The coordinate system is the same as the one defined in Fig. 1. It appears
hat the compact Green’s function deviates faster from the approximated Green’s function on the lighted side (𝑘0𝑦1 < 0; 𝑘0𝑦2 > 0)
han on the shadow side (𝑘0𝑦1 < 0; 𝑘0𝑦2 < 0). Obviously Eq. (A.3) is mostly a poor approximation of Eq. (A.2) except when 𝑘0|𝐲|≪ 1

as expected. But it is not the case for the second derivatives of G. Indeed, Fig. A.12 shows that the second derivatives values are
maximum for sources very close to the edge precisely in areas where the compact approximation is accurate. Thus, these sources
have a significant contribution on the radiated noise, and formulation (A.3) is expected to be a good approximation. An extension
of Eq. (A.3) for a plate of finite chord exists: it is the Multiple Scattering Green function derived by Howe [40] that can be used to
take into account the back-scattering by opposite edges:

G𝑇 (𝐱, 𝐲, 𝜔) = G𝐻𝑃 (𝐱, 𝐲, 𝜔) + G𝐿𝐸 (𝐱, 𝐲, 𝜔) + G𝑇𝐸 (𝐱, 𝐲, 𝜔), (A.4)

where,
⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

G𝐿𝐸 =

√

𝑘0 sin𝜓𝑥𝜑∗(𝐲)ei𝑘0(|𝐱′|+𝑐 sin𝜓𝑥)

i𝜋3∕2|𝐱|(1 + e2i𝑘0𝑐 sin𝜓𝑥∕2𝜋i𝑘0𝑐 sin𝜓𝑥)

⎛

⎜

⎜

⎝

2

√

𝑘0𝑐 sin𝜓𝑥 cos2(𝜃𝑥∕2)
𝜋

⎞

⎟

⎟

⎠

G𝑇𝐸 =
−𝜑∗(𝐲)ei𝑘0(|𝐱|+2𝑐 sin𝜓𝑥)

𝜋2
√

2i𝑐|𝐱|(1 + e2𝑖𝑘0𝑐 sin𝜓𝑥∕2𝜋𝑖𝑘0𝑐 sin𝜓𝑥)

⎛

⎜

⎜

⎝

2

√

𝑘0𝑐 sin𝜓𝑥 sin
2(𝜃𝑥∕2)

𝜋

⎞

⎟

⎟

⎠

,

 (𝑥) = 1 + i 1 + 0.926𝑥
13

⎩ 2 + 4.142𝑥 + 3.492𝑥2 + 6.670𝑥3 2 + 1.792𝑥 + 3.104𝑥2
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Fig. A.11. Exact Green’s function tailored to the semi-infinite plate {(𝑦1 , 𝑦2 , 𝑦3), 𝑦2 = 0, 𝑦1 < 0} computed (a), with Eq. (A.2) or (b), with Eq. (A.3). The observation
point is set far above the edge at 𝐱 = (0.0, 100.0 m, 0.0) and the frequency to 𝑘0 = 1 m−1. (c) is the relative error due to the compact source approximation.

Fig. A.12. Second derivative of the exact Green’s function tailored to the semi-infinite plate {(𝑦1 , 𝑦2 , 𝑦3), 𝑦2 = 0, 𝑦1 < 0} corresponding to the radiation of a
longitudinal quadrupole, computed (a), with Eq. (A.2) or (b), with Eq. (A.3) and (c) the relative error between both. The observation point is set far above the
edge at 𝐱 = (0.0, 100.0 m, 0.0) and the frequency to 𝑘0 = 1 m−1. The relative error due to the compact source approximation (c) is caped at 100%.

with 𝜑∗(𝐲) = √

𝑟𝑦 sin
(

𝜃𝑦∕2
)

and where G𝐻𝑃 (Half Plane) is the Green function tailored to the semi-infinite plate given by Eq. (A.3).
This Green function appears to be suitable for the prediction of both the trailing edge [18] and leading edge [33] noise radiated by
a NACA 0012 airfoil.

Appendix B. Calculation of the turbulent parameters from an estimation of the boundary layer parameters

This appendix presents how it is possible to calculate the input parameters needed to compute Eq. (16) from an estimate of the
boundary layer parameters. First of all, the boundary layer thickness can be expressed as [31]:

𝛿𝑏𝑙 = 𝜃

(

3.14 + 1.72
𝛿∗
𝜃 − 1

)

+ 𝛿∗. (B.1)

The mean velocity profile is chosen to be calculated with the Cole’s log-wake empirical law [41]:

𝑈1(𝑦1, 𝑦2) = 𝑢𝜏 (𝑦1)
[

1 ln
(

𝑢𝜏 (𝑦1)𝑦2
)

+ 𝐵 +𝑊
(

𝑦2
)]

, (B.2)
14
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with 𝜅 = 0.41 the von Kármán constant, 𝐵 = 5.5 an additive empirical constant and 𝑢𝜏 the friction velocity. The latter can be obtained
from the friction coefficient 𝐶𝑓 :

𝑢𝜏 (𝑦1) =
√

1
2
𝐶𝑓 (𝑦1)𝑈𝑒(𝑦1)2. (B.3)

The wake function 𝑊
(

𝑦2∕𝛿𝑏𝑙
)

takes into account the effect of a pressure gradient on the mean velocity. It can be related analytically
to the local pressure gradient [42] but this can lead to a bad estimate of the velocity near the boundary layer edge. Another approach,
which appears to yield to better results when a good estimate of the local pressure gradient is not available, consists in forcing the
velocity at the boundary layer edge. Following [42], we start by assuming that the wake function is in the form:

𝑊
(

𝑦2
𝛿𝑏𝑙

)

=
2𝛱𝑤
𝜅

sin2
(

𝜋𝑦2
2𝛿𝑏𝑙

)

, (B.4)

where 𝛱𝑤 is the Cole’s wake parameter. Then, the strategy is to consider that the pressure gradient 𝛱𝑤 depends on 𝑦1 and to adjust
it in order to get the correct velocity at the boundary layer edge. Finally imposing the condition 𝑈1(𝑦1, 𝑦2 = 𝛿𝑏𝑙) = 𝑈𝑒(𝑦1) yields [18]:

𝑊
(

𝑦2
𝛿𝑏𝑙

)

= sin2
(

𝜋𝑦2
2𝛿𝑏𝑙

)(

𝑈𝑒(𝑦1)
𝑢𝜏 (𝑦1)

− 1
𝜅
ln
(

𝑢𝜏 (𝑦1)𝛿𝑏𝑙
𝜈

)

− 𝐵
)

. (B.5)

t is then expected to fit experimental results very accurately near the boundary layer edge. Furthermore, the longitudinal integral
ength scale is related to the vertical integral length scale [19] by:

2𝐿(2)
22 = 𝐿(1)

11 . (B.6)

he vertical integral length scale can be built from the Prandtl’s mixing length scale 𝑙𝑚, that can be expressed as a function of the
istance to the wall by [43]:

𝐿(2)
22 =

𝑙𝑚
𝜅

with 𝑙𝑚 =
0.085𝛿𝑏𝑙 tanh

(

𝜅𝑦2
0.085𝛿𝑏𝑙

)

√

(

1 + 𝐵 𝑦2
𝛿𝑏𝑙

)6
. (B.7)

Prandtl’s mixing length scale hypothesis assumes that the turbulent kinetic energy is related to the mixing length scale and to the
local mean shear by [18]:

𝑘𝑇 =

√

𝑙4𝑚

(

𝜕𝑈1
𝜕𝑦2

)4
∕𝐶𝜇 , (B.8)

where 𝐶𝜇 = 0.09. The variance of the turbulence fluctuations can then be related to the turbulent kinetic energy with:

𝑢2 = 𝛼𝑘𝑇 , (B.9)

where 𝛼 is an empirical parameter equal to 0.45 for a symmetric airfoil with zero angle of attack. Because the boundary layer
parameters depend on the source coordinate in the streamwise direction (𝑦1), and the mixing length scale depends on the source
coordinate in the vertical direction (𝑦2), the integral length scale and the mean flow velocity must depend on the position of both
sources 𝐲 and 𝐳 and we must introduce an inhomogeneity in the model. Therefore, we assume following [10], that the vertical
integral length scale can be approximated as:

𝐿(2)
22 (𝐲, 𝐳) =

√

𝐿(2)
22 (𝐲)𝐿

(2)
22 (𝐳), (B.10)

and that the convection mean velocity can be expressed as the local mean velocity:

𝑈𝑐 (𝐲, 𝐳) =
𝑈1(𝐲) + 𝑈1(𝐳)

2
. (B.11)

imilarly the turbulent kinetic energy, which is related to the mixing length scale, is computed using the geometric mean:

𝑘𝑇 (𝐲, 𝐳) =
√

𝑘𝑇 (𝐲)𝑘𝑇 (𝐳). (B.12)

Appendix C. Derivation of the expression for the turbulent velocity cross-correlation spectrum

This Appendix aims to present the analytical calculation of the inverse Fourier transform (15). Introducing the von Kármán
model for the turbulent kinetic energy spectrum (11) in (10) yields:

𝜙𝑖𝑗
(1,2,3)

(𝑘1, 𝑘2, 𝑘3) =
55

9
√

𝜋

𝛤 (5∕6)
𝛤 (1∕3)

1
4𝜋

𝑢2

𝑘3e
𝐹𝑖𝑗 (𝑘1, 𝑘2, 𝑘3), (C.1)

with

𝐹𝑖𝑗 (𝑘1, 𝑘2, 𝑘3) =
(𝑘∕𝑘𝑒)2𝛿𝑖𝑗 − (𝑘𝑖𝑘𝑗∕𝑘2e )
[

2
](17∕6)

. (C.2)
15

1 + (𝑘∕𝑘𝑒)
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w
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w

w

Therefore (15) can be expressed in the physical space by:

𝜙𝑖𝑗 (𝑟1, 𝑟2, 𝑟3, 𝜔) =
55

9
√

𝜋

𝛤 (5∕6)
𝛤 (1∕3)

1
4𝜋

𝑢2

𝑘3e
e−𝛾|𝜔𝑟1∕𝑈𝑐 | e

i𝜔𝑟1∕𝑈𝑐

𝑈𝑐 ∬

∞

−∞
𝐹𝑖𝑗 (𝑘1, 𝑘2, 𝑘3)ei𝑘𝑚𝑟𝑚𝑑2𝑘𝑚

= 55
9
√

𝜋

𝛤 (5∕6)
𝛤 (1∕3)

1
4𝜋

𝑢2

𝑘3e
e−𝛾|𝜔𝑟1∕𝑈𝑐 | e

i𝜔𝑟1∕𝑈𝑐

𝑈𝑐 ∬

∞

−∞
𝑘2e

(𝑞21 + 𝑞
2)𝛿𝑖𝑗 − 𝑞𝑖𝑞𝑗

(1 + 𝑞21 + 𝑞
2)(17∕6)

ei𝑘𝑒𝑞𝑚𝑟𝑚𝑑2𝑞𝑚,

(C.3)

ith 𝑞𝑚 = 𝑘𝑚∕𝑘𝑒 for 𝑚 ∈ {2, 3}, 𝑞1 = 𝜔∕(𝑘𝑒𝑈𝑐 ) and 𝑞2 = 𝑞22 + 𝑞23 . The integral in (C.3) can be computed analytically. Introducing
[44], example 2.2, p.106):

ℎ𝑙(𝜉2, 𝜉3, 𝜔) = ∬

∞

−∞

ei𝑞𝑚𝜉𝑚
(𝑐 + 𝑞2)𝑙

𝑑𝑞𝑚 = 2𝜋 2
1−𝑙

𝛤 (𝑙)

⎛

⎜

⎜

⎝

√

𝜉22 + 𝜉
2
3

𝑐

⎞

⎟

⎟

⎠

𝑙−1

K𝑙−1

(

√

𝑐(𝜉22 + 𝜉
2
3 )
)

, (C.4)

here 𝑐 = 1 + (𝜔∕𝑘𝑒𝑈𝑐 )2, where 𝑙 = 17∕6 and 𝐾 is a Bessel of second kind, it can be observed that for 𝑖 = 2 or 3:
𝜕ℎ𝑙
𝜕𝜉𝑖

= ∬

∞

−∞

i𝑞𝑖
(𝑐 + 𝑞2𝑚)𝑙

ei𝑞𝑚𝜉𝑚𝑑𝑞𝑚. (C.5)

It appears that we can express 𝜙𝑖𝑗 with respect to 𝑞𝑖, ℎ𝑙 and its derivatives. Finally, the expression for the turbulent velocity
cross-correlation spectrum, assuming an isotropic and homogeneous turbulence, Eq. (16), is recovered:

𝜙𝑖𝑗 (𝑟1, 𝑟2, 𝑟3, 𝜔) =
55

9
√

𝜋

𝛤 (5∕6)
𝛤 (1∕3)

𝑢2
4𝜋𝑘𝑒

e−𝛾|𝜔𝑟1∕𝑈𝑐 | e
i𝜔𝑟1∕𝑈𝑐

𝑈𝑐
𝜑𝑖𝑗 (𝜉2, 𝜉3, 𝜔), (C.6)

here 𝜉𝑖 = 𝑘𝑒𝑟𝑖 and with:

𝜑11(𝜉2, 𝜉3, 𝜔) = ℎ𝑙−1(𝜉2, 𝜉3, 𝜔) − 𝑐 × ℎ𝑙(𝜉2, 𝜉3, 𝜔), (C.7)

𝜑22(𝜉2, 𝜉3, 𝜔) = 𝑞21ℎ𝑙(𝜉2, 𝜉3, 𝜔) −
𝜕2ℎ𝑙
𝜕𝜉23

(𝜉2, 𝜉3, 𝜔), (C.8)

𝜑33(𝜉2, 𝜉3, 𝜔) = 𝑞21ℎ𝑙(𝜉2, 𝜉3, 𝜔) −
𝜕2ℎ𝑙
𝜕𝜉22

(𝜉2, 𝜉3, 𝜔), (C.9)

𝜑12(𝜉2, 𝜉3, 𝜔) = 𝜑21(𝜉2, 𝜉3, 𝜔) = 𝑖𝑞1
𝜕ℎ𝑙
𝜕𝜉2

(𝜉2, 𝜉3, 𝜔), (C.10)

𝜑13(𝜉2, 𝜉3, 𝜔) = 𝜑31(𝜉2, 𝜉3, 𝜔) = 𝑖𝑞1
𝜕ℎ𝑙
𝜕𝜉3

(𝜉2, 𝜉3, 𝜔), (C.11)

𝜑23(𝜉2, 𝜉3, 𝜔) = 𝜑32(𝜉2, 𝜉3, 𝜔) =
𝜕2ℎ𝑙
𝜕𝜉2𝜕𝜉3

(𝜉2, 𝜉3, 𝜔). (C.12)
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