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SUMMARY

In this paper, the mathematical tools, which are required to solve the axisymmetric Maxwell equations,
are presented. An in-depth study of the problems posed in the meridian half-plane, numerical algorithms,
as well as numerical experiments, based on the implementation of the theory described hereafter, shall
be presented in forthcoming papers. In the present paper, the attention is focused on the (orthogonal)
splitting of the electromagnetic 'eld in a regular part and a singular part, the former being in the
Sobolev space H 1 component-wise. It is proven that the singular 'elds are related to singularities of
Laplace-like operators, and, as a consequence, that the space of singular 'elds is 'nite dimensional.
This paper can be viewed as the continuation of References (J. Comput. Phys. 2000; 161: 218–249,
Mod/el. Math. Anal. Num/er, 1998; 32: 359–389) Copyright ? 2002 John Wiley & Sons, Ltd.
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INTRODUCTION

A number of real-life electromagnetic devices present an axial symmetry, at least close to the
axis. It is therefore important, in the 'rst place, to be able to model correctly the axisym-
metric problem, that is, the resolution of Maxwell equations in an axisymmetric domain with
symmetric data. Then, in the second place, some directions can be easily inferred to study the
more general problems, that is with any data and=or in a perturbed axisymmetric geometry.
In the third place, it is a common practice to approximate problems by their axisymmetric
counterpart. Note that a number of axisymmetric problems have been studied, such as the
Laplace equation, the Stokes and Navier-Stokes systems: in particular, we refer the reader
to Reference [1], in which, moreover, extensions are given for any data, and for a domain
presenting a perturbed geometry.
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50 F. ASSOUS, P. CIARLET JR. AND S. LABRUNIE

The systems that we study hereafter are the static and time-dependent Maxwell equations. As
for the boundary conditions, the domain is assumed to be enclosed in a perfectly conducting
material. On a mathematical point of view, notice that the theory which is presented in
this paper cannot be considered as a plain application of the existing theory for curvilinear
polyhedra [2; 3]. Indeed, an axisymmetric domain is never a curvilinear polyhedron, due to
the presence of the conical vertices, except in the very special case when both conical angles
(see Figure 1) are equal to �=2.
The paper is organized as follows. In Section 1, we brieIy recall some well-known results

about the existence and uniqueness of solution of the static Maxwell equations in three-
dimensional domains, which we call the div–curl problems. In Section 2, we introduce the
geometry in which we intend to solve Maxwell equations and after that, we describe in detail
some useful properties of 'rst order and second order diJerential operators related to the
symmetry of revolution. In Section 3, we recall some properties of the distributions, smooth
'elds and elements of Sobolev spaces, which are invariant by rotation. We also focus on
the trace mappings, which allow one to de'ne alternatively those concepts via their trace on
any given meridian half-plane. In Section 4, we prove several closedness results, which are
related to the lack of density of regular (i.e. H 1 component-wise) 'elds in the natural spaces
of electromagnetic 'elds. This further leads to the splitting of the electromagnetic 'eld in
regular and singular parts. Then, in Section 5, we relate the singular 'elds to the singular
solutions of some Laplace-like problems. Finally, we consider the case of the time-dependent
Maxwell equations, for which we prove existence and uniqueness of the solution, and provide
a continuous decomposition (in time) into a regular and a singular parts.
Note that, throughout the paper, we also address the case of the div-curl problem with

mixed boundary conditions, i.e. existence and uniqueness of the solution, its regularity, and
closedness of the subspace of regular 'elds satisfying those boundary conditions.
In the remainder of this paper, we write vector 'elds or spaces with boldface or calligraphic

characters (We mainly use calligraphic characters for the three-dimensional electromagnetic
'elds and spaces.)

1. THE DIV–CURL PROBLEMS

Let K be a bounded and simply connected domain of R3; L its Lipschitz boundary, and n the
unit outward normal to L. Note that the case of a domain, which is not simply connected, is
treated very carefully in References [4; 5].

1.1. The static Maxwell equations

There are two div–curl problems, depending on the boundary condition. The 'rst one is, for
f in L2

0(K) such that div f =0 and f · n|L =0, and g in L2(K):
Find E∈L2(K) such that

curlE = f in K (1)

divE = g in K (2)

E× n|L = 0 (3)
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The boundary condition on f is imposed by condition (3) (cf. Reference [6]). In order to prove
the existence and uniqueness of the solution E to (1)–(3), a possible way is to reformulate
these equations as a saddle-point formulation, and to check that the Lagrange multiplier is
equal to 0 (see Reference [7] for details).
The second div–curl problem is, given f in L2(K) such that div f =0, and g in L2

0(K):
Find B∈L2(K) such that

curlB = f in K (4)

divB = g in K (5)

B · n|L = 0 (6)

The fact that g has a zero mean value stems from (6). The existence and uniqueness of B
can also be inferred by using a saddle-point approach.
In both cases, the existence and uniqueness result can be achieved thanks to the Weber

inequality, which stems from the compactness result of Reference [8]:

Proposition 1.1. In H0(curl; K)∩H(div; K) and H(curl; K)∩H0(div; K), the semi-norm
u �→ (‖curl u‖20 +‖div u‖20)1=2 is a norm, which is equivalent to the canonical norm ‖ · ‖0;curl ;div.
In other words, there exists a constant C¿0 such that

‖u‖06C (‖curl u‖20 + ‖div u‖20)1=2

for all u in H0(curl; K)∩H(div; K) and H(curl; K)∩H0(div; K).

1.2. Mixed boundary conditions

As for the mixed boundary conditions, we shall follow Fernandes and Gilardi [4]. One has
'rst to de'ne a splitting of the boundary: L= RL1 ∪ RL2, with L1 ∩L2 = ∅, where RL1 and RL2 are
compact (Lipschitz) submanifolds of L; (Lk

1 )06k6Km−1 are the connected components of L1;
the interface 9L= RL1 ∩ RL2 is a one-dimensional, (Lipschitz) submanifold of L.

The third div–curl problem is, given f in L2(K) and g in L2(K):
Find M∈L2(K) such that

curlM = f in K (7)

divM = g in K (8)

M× n|L1 = 0 (9)

M · n|L2 = 0 (10)

The assumptions on f and g will be speci'ed later on.
Uniqueness of the solution. The space

H= {z∈L2(K): curl z=0; div z=0; z× n|L1 = 0; z · n|L2 = 0} (11)
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is of dimension Km−1. Let (hk)16k6Km−1 be a basis of H. In order to have a unique solution
to (7)–(10), it is necessary to add

(M; hk)0 = �k ; 16k6Km − 1 (12)

where (�k)16k6Km−1 is an element of RKm−1.
Existence and uniqueness of the solution. As H is a 'nite dimensional vector space, it is

possible to split the space of solutions

{z∈H(curl; K)∩H(div; K) : z× n|L1 = 0; z · n|L2 = 0}

into H
⊥⊕H⊥, and M as M= h + M⊥. Note that the orthogonality can be understood with

respect to either the H(curl; K)∩H(div; K) scalar product, or the L2(K) scalar product,
owing to the de'nition of H.

It is clear that (12) characterizes the part of the solution which belongs to H, i.e. h.
Then, one can carry out a saddle-point reformulation of the problem in M⊥, that is (7)–

(10) and (12) with (�k)k =0, with two Lagrange multipliers, one for (8) and the other for the
vanishing (12). It is an interesting, but somewhat lengthy exercise, to prove that the solution
is indeed unique, with zero Lagrange multipliers and then to recover the original equations.
Let us mention that, in order to achieve existence and uniqueness of the saddle-point

problem with zero Lagrange multipliers, one has to use the next three ingredients:

• A generalization of the Weber inequality

Proposition 1.2. In H⊥; u �→ (‖curl u‖20 +‖div u‖20)1=2 is a norm, which is equivalent to the
canonical norm ‖ · ‖0;curl;div.
• An orthogonal decomposition of L2(K).
• An integration by parts formula, for elements of H 1(K), which vanish on L1.

To conclude, let us also mention that to recover the original set of equations (7)–(10) and
the vanishing (12), one has to choose f such that div f =0, f · n|L1 = 0, and f is orthogonal to

{z∈L2(K): curl z=0; div z=0; z · n|L1 = 0; z× n|L2 = 0}

2. THE AXISYMMETRIC GEOMETRY AND OPERATORS

2.1. Notations

Let us consider the surface of revolution L generated by the rotation around the (Oz) axis
of a polygonal line �b, the extremities of which stand on (Oz). Let K be the volume limited
by L; ! the intersection of K and a meridian half-plane, and �= �a ∪ �b its boundary, where
�a corresponds to the segment of (Oz) lying between the extremities of �b. By de'nition, L
is piecewise smooth, and the domain K is Lipschitz continuous; the same holds for � and !,
respectively.
Let us denote by �1; : : : ; �n+1 the sides of �b labeled counterclockwise, and L1; : : : ;Ln+1 the

conical sectors, or faces, they generate. E1; : : : ; En stand for the corners of �b, which are not
on the axis (Oz) (i.e. Ej is the intersection of �j and �j+1); the corresponding angles are
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Figure 1. The domains K and !.

called �=�j. In the same way, O1 and O2 are the extremities of �b, and �=�1 and �=�2 are the
corresponding conical angles (see Figure 1).
The natural co-ordinates for this type of domain are the cylindrical co-ordinates (r; �; z),

with the basis vectors (er ; e�; ez). In these co-ordinates, a meridian half-plane is de'ned by
the equation �= cst: (r; z) thus correspond to cartesian co-ordinates in this half-plane. Note
that the components of n read (nr; 0; nz)—owing to the symmetry, there is no �-component.

2.2. Axisymmetric operators in cylindrical co-ordinates

In cylindrical co-ordinates, the formulas of the gradient, divergence and curl operators are
given by (A1)–(A3) (see the Appendix).
According to its de'nition, the fact that there is a symmetry of revolution means that all

(partial) derivatives with respect to � of either scalar 'elds or the cylindrical co-ordinates of
vector 'elds vanish. Those 'elds will be called invariant by rotation (resp. axisymmetric)
if they are scalar (resp. vector). In the paper, it is therefore usually assumed that 9� · =0,
except in Section 4:2 and in the last section. For axisymmetric vector 'elds, this yields a
decoupling between, on the one hand, the divergence and the �-component of the curl, which
are functions of (ur; uz), and, on the other hand, the r- and z-components of the curl, which
are functions of u�. Now, one has the

De;nition 2.1. For any vector 'eld u, let um =$m(u)= ur er +uz ez and u� =$�(u)= u� e�.
They are, respectively, called meridian and azimuthal components of u.

After that, one can easily check the

Proposition 2.2. For any axisymmetric vector 'eld u, in the sense of distributions:

• if u is meridian ($�(u)=0); curl u is azimuthal and Tu is meridian,
• if u is azimuthal ($m(u)=0); curl u is meridian, Tu is azimuthal and div u=0;
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• the following identities hold: curl um =$�(curl u); curl u� =$m(curl u); div um =div u;
Tum =$m(Tu); Tu� =$�(Tu).

As a consequence, when one solves the static or time-dependent Maxwell equations with
axisymmetric data and initial conditions in an axisymmetric domain, this allows to decouple
the set of equations in two unrelated parts, one in (Em;B�), and the other in (E�;Bm).

Proposition 2.3. In the meridian half-plane, let the modi;ed Laplace operator T− be de-
'ned as follows:

T−’=
92’
9r2 − 1

r
9’
9r +

92’
9z2 (13)

Then, for an axisymmetric, azimuthal vector 'eld u, there holds

u=
’
r
e� ⇒ Tu=

1
r
T−’ e� (14)

In cylindrical co-ordinates, the expression of the Jacobian of any vector 'eld u is given
by (A4) in the Appendix. Once again, there is a decoupling of the meridian and azimuthal
components for an axisymmetric vector 'eld.
Last, let us emphasize an obvious orthogonality property about the meridian and azimuthal

components of vector 'elds. As there are mutually orthogonal pointwise, the same is true in
the sense of the L2(K) scalar product.

Proposition 2.4. For any (u; v)∈ [L2(K)]2, there holds
∫
K $�(u) ·$m(v) dK=0.

This property also holds for the curl and the vector Laplace (T= grad div− curl curl )
operators, or the Jacobian of a 'eld, provided that they belong to L2(K).

2.3. Axisymmetric operators in spherical co-ordinates

Close to the conical vertices O1 and O2, it is more favourable to use the spherical co-
ordinates centred at O∈{O1; O2}, that is ( ; �; !), where � is the cylindrical azimuth and !
is the angle with (Oz) (see Figure 2). Notice that, in order to keep the same basis vector
e�, we use a non-standard representation of the two angular variables � and !. In these co-
ordinates, the expressions for the 'rst order diJerential operators are given in (A5)–(A8). In
these co-ordinates, the symmetry of revolution still amounts to the property that all (partial)
derivatives with respect to � of either scalar 'elds or the spherical co-ordinates of vector
'elds vanish.

3. SOBOLEV SPACES AND THE SYMMETRY OF REVOLUTION

In this Section, K stands for any axisymmetric domain, possibly unbounded. The property
of symmetry of revolution extends to distributions and thus, to Sobolev spaces. We shall
investigate in some detail the induced properties, as they are of upmost importance in the
solution to the axisymmetric Maxwell equations. Note that a number of results, necessary to
the overall comprehension of the theory, come from Reference [1], and are stated without
proof.
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Figure 2. Spherical co-ordinates.

3.1. Distributions

Let R" be the rotation of axis (Oz) and angle ". We 'rst consider scalar distributions and,
in the second place, vector distributions.

De;nition 3.1. The right-action of R" on a distribution T ∈D′(K) is de'ned by

∀f∈D(K); 〈T ◦R"; f〉= 〈T;f ◦R−1
" 〉

The distribution UT is labelled invariant by rotation if and only if

∀"∈ [−�; �]; UT ◦R" = UT

Let UD′(K) be the space of distributions invariant by rotation, and let UD(K)=D(K)∩ UD′(K).

Evidently, this de'nition means that an element UT of UD′(K) is ‘independent’ of the variable
�. Actually, if UT is suXciently smooth, so that one can consider its values almost everywhere,
it is characterized by the datum of its trace in a meridian half-plane T (r; z)= UT (x; y; z).
In particular,

De;nition 3.2. Let D+(!) be the subspace of C∞( R!) de'ned by

D+(!)=

{
’∈C∞

c ( R!): supp’∩ �b = ∅ and ∀j∈N;
92j+1’
9r2j+1

∣∣∣∣
�a

=0

}

and let D′
+(!) be its dual.

One has the following.

Proposition 3.3. The trace operator is an isomorphism from UD(K) to D+(!).

De;nition 3.4. Let the ‘trace’ T of a distribution UT invariant by rotation be de'ned as

D′
+(!)〈T; ’〉D+(!) = UD′(K)〈 UT ; U’〉 UD(K); ∀ U’∈ UD(K)

Copyright ? 2002 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2002; 25:49–78
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Proposition 3.5. The trace operator is an isomorphism from UD′(K) to D′
+(!).

We turn now to vector distributions. For that we need the

De;nition 3.6. Let T∈D′(K); the left-action of R" is de'ned by

∀f ∈D(K); 〈R" ◦T; f〉= 〈T;R−1
" ◦ f〉

The vector distribution UT is labelled axisymmetric if and only if

∀"∈ [−�; �]; UT ◦R" =R" ◦ UT

Let UD′(K) be the space of axisymmetric vector distributions, and let UD(K)=D(K)∩ UD′(K).

Naturally, a vector distribution UT is axisymmetric if and only if its cylindrical components
( UTr; UT�; UTz) are invariant by rotation. If the vector distribution UT is suXciently smooth, its trace
is de'ned as the triple T=(Tr; T�; Tz)∈D′

+(!)
3 of traces. In order to characterize the traces,

we introduce yet another subspace of C∞( R!).

De;nition 3.7. Let D−(!) be de'ned by

D−(!)=

{
’∈C∞

c ( R!): supp’∩ �b = ∅ and ∀j∈N;
92j’
9r2j

∣∣∣∣
�a

=0

}

and let D′
−(!) be its dual.

Proposition 3.8. The trace operator is an isomorphism from UD(K) to D−(!)×D−(!)×
D+(!).

Owing to the above proposition, one 'nally gets the

De;nition 3.9. The trace of an axisymmetric vector distribution UT is de'ned by

〈T; f〉= UD′(K)〈 UT; Uf〉 UD(K); ∀ Uf ∈ UD(K)

where the brackets on the left-hand side are between D−(!)×D−(!)×D+(!) and its dual.

3.2. Sobolev spaces

The results, which have been obtained for distributions and smooth 'elds, are now extended
to Sobolev spaces. Let us introduce the spaces UL2(K)=L2(K)∩ UD′(K); UH s(K)=Hs(K)∩ UD′(K)
(for s∈R); UL2(K)=L2(K)∩ UD′(K); UH(curl; K)=H(curl; K)∩ UD′(K), and so on. We have to
study the range of those spaces by the trace operator. For that, we introduce the weighted
Lebesgue spaces on !

L2
�(!)=

{
f: f is measurable on !;

∫
!
|f|2 r� dr dz¡+∞

}
; �∈R

with its canonical norm ‖ · ‖0; � and the related scale of Sobolev spaces Hs
�(!), with the

canonical norms ‖ · ‖s; �. In the remainder of the paper, we shall only use the scale up to
s=2, so we give only those results. The more general ones can be found in Reference [1].
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Proposition 3.10. The mapping L2
�(!)→L2

�−2(!); f �→ rf, is an isometry.

Proposition 3.11. The trace mapping Uf �→f is an isometry (up to a factor
√
2�) from

UL2(K) to L2
1(!). The same holds for the reciprocal lifting, L2

1(!)→ UL2(K), f �→ Uf.

De;nition 3.12. Let s∈ ]0; 2] and set

• if s �=2; H s
+(!)=Hs

1(!);
• if s=2; H 2

+(!)= {w∈H 2
1 (!): (92w=9r2)∈L2

−1(!)}; which is a Hilbert space endowed
with the norm ‖w‖2;+ = (‖w‖22;1 + ‖92w=9r2‖20;−1)

1=2.

Then, for s in ]0; 2], one has the

Proposition 3.13. The trace operator is an isomorphism from UHs(K) to Hs
+(!).

It is also possible, in the same manner, to characterize traces of axisymmetric elements of
Sobolev spaces.

Proposition 3.14. The trace mapping Uf �→ f is an isometry (up to a factor
√
2�) from UL2(K)

to L2
1(!)

3.

De;nition 3.15. Let s∈ ]0; 2] and set

• if s �=1; H s
−(!)=Hs

1(!);
• if s=1; H 1

−(!)=H 1
1 (!)∩L2

−1(!), which is a Hilbert space endowed with the norm ‖w‖1;−
=(‖w‖21;1 + ‖w‖20;−1)

1=2.

Proposition 3.16. The trace operator is an isomorphism from UH
s
(K) to Hs

−(!)×Hs
−(!)×

Hs
+(!), for s in ]0; 2].

When s is 'xed to 1, which is of practical importance in the following, one can further
improve this result, by the

Proposition 3.17. The trace mapping Uf �→ f is an isometry (up to a factor
√
2�) from UH1(K)

to H 1
−(!)×H 1

−(!)×H 1
+(!).

Proof. Owing to the general expression (A4) of the Jacobian of an element of UH1(K), and
Proposition 3.14, one gets the identity

1
2�

‖Uf‖21;K = ‖fr‖21;1; ! + ‖f�‖21;1; ! + ‖fz‖21;1; ! + ‖fr‖20;−1; ! + ‖f�‖20;−1; !

which is indeed equal to the square of the canonical norm on H 1
−(!)×H 1

−(!)×H 1
+(!).

There is an additional property, worth mentioning, about the traces of elements of H 1
−(!)

on �a.

Proposition 3.18. Let v belong to H 1
−(!) : v|�a ∈L2(�a) and v|�a =0.
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Proof. Assume for now that we are interested in v∈H 1
−(]0; 1[). One can easily prove that

v vanishes at r=0. Indeed, for any given sequence (rk)k , which tends to 0,

v2(rl)− v2(rm)=2
∫ rm

rl

v v′ dr6
{∫ rm

rl

v2
1
r
dr

}1=2 {∫ rm

rl

(v′)2r dr
}1=2

This yields that (v2(rk))k is a Cauchy sequence. Now, as v belongs to L2
−1(]0; 1[), its limit

can only be 0. In addition, if != �a × ]0; 1[; H 1
−(!) is embedded in L2(�a; H 1

−(]0; 1[)). Thus,
elements of H 1

−(!) have a trace on �a, which is moreover equal to zero in the L2-sense. This
can then be generalized to any polygon ! by localization.

Proposition 3.19. The range of the trace operator from UH(curl; K) is: R(!)= {w=(wr; w�;
wz): wm =(wr; wz)∈L2

1(!)
2; curlwm ∈L2

1(!); rw� ∈H 1
−1(!)}.

Proof. Let Uw∈ UH(curl; K). According to Proposition 3.14, w belongs to L2
1(!)

3. In addition,
for an axisymmetric 'eld, (A3) leads to

(curl Uw)r =−9 Uw�

9z

(
=−1

r
9(r Uw�)
9z

)

(curl Uw)� =
9 Uwr

9z − 9 Uwz

9r (=−curlwm)

(curl Uw)z =
1
r
9(r Uw�)
9r

Thus curlwm ∈L2
1(!). Now, as far as r Uw� is concerned, its gradient is equal to the product of r

and the vector 'eld with cylindrical coordinates ((curl Uw)z; 0;−(curl Uw)r): owing to Proposition
3.10, rw� ∈H 1

−1(!).
Conversely, given (wr; w�; wz)∈R(!), it is possible to build a lifting Uw∈ UL2(K). By the

de'nition of R(!), the curl of the lifting belongs to UL2(K).

From now on, an axisymmetric 'eld Uu and its trace on a meridian half-plane u shall be
merged.

4. CLOSEDNESS RESULTS

In this section and the next, our aim is to demonstrate that when the domain K is not
convex, the regular axisymmetric 'elds are not dense in the ‘natural’ spaces of axisymmetric
electromagnetic 'elds. In this section, we carry out the 'rst step: we prove that the subspaces
of regular axisymmetric 'elds are closed in their ‘natural’ counterpart (except in one special
case). In Section 5, we further prove that when the domain K is not convex, the orthogonal
of the subspaces is not reduced to {0}, thus leading to the lack of density.
First recall that the ‘natural’ spaces of electromagnetic 'elds are (cf. Section 1)

X=H0(curl; K)∩H(div;K) and Y=H(curl; K)∩H0(div;K)

Copyright ? 2002 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2002; 25:49–78



TOOLS TO SOLVE AXISYMMETRIC MAXWELL EQUATIONS 59

What is called in the following regular is assumed to belong to the ‘regularized’ subspaces

XR =X∩H1(K)= {u∈H1(K): u× n|L =0};YR =Y∩H1(K)= {u∈H1(K): u · n|L =0}
Their respective axisymmetric subspaces are denoted by UX; UY; UXR and UYR. This section is
devoted to proving the

Theorem 4.1. In the spaces UXR and UYR, the canonical norm of H(curl; K)∩H(div;K) is
equivalent to the H1-norm. In other words, there exists a constant �, which depends only on
K, such that

�‖u‖216‖u‖20; curl;div (15)

As an immediate consequence, UXR and UYR are closed in UX and UY, respectively.

In the magnetic case, a constructive proof is built as follows. First, an integration by parts
formula produced by Costabel [9], which holds for H2-regular 'elds, is recalled. After that,
one has to check a technical point, i.e. that 'elds of C∞( RK), which satisfy the magnetic
boundary condition, are dense in YR, in order to generalize the integration by parts formula
to 'elds of YR. Finally, it is proved that

∃K; ∀u∈ UYR ; ‖∇u‖206K (‖curl u‖20 + ‖div u‖20) (16)

which amounts to (15).

Remark 4.1. The density of smooth 'elds is also true in XR. Thus, the integration by parts
formula can be extended to elements of XR.

In the electric case, an inductive proof stems from the continuous splitting of 'elds of X
in a regular part, which belongs to XR, and the gradient of a potential, which belongs to
H 1

0 (K). This continuous splitting has been obtained by Birman and Solomyak [10]. Note that
the reason why an inductive proof cannot be applied to the magnetic case is addressed in the
course of the reasoning.

Corollary 4.2. There holds

UX= UXR
⊥⊕ UXS and UY= UYR

⊥⊕ UYS (17)

which allows to split (orthogonally) the 'elds into a regular part and a singular part.

4.1. The Costabel integration by parts formula

Costabel [9; 3] proved that, as soon as L is piecewise smooth (at least piecewise-C2),
one has, for all (u; v)∈ [H2(K)]2,

(∇u | ∇v)0 = (curl u | curl v)0 + (div u | div v)0 − b(u; v) + d(u; v) (18)

The boundary terms b and d are derived via the tangential gradient and divergence operators
grad� and div�. If we let, for u∈H1(K), un = u · n|L and u�= n× (u × n)|L, there holds

∀(u; v)∈ [H2(K)]2; d(u; v)=
∫
L
{grad� un · v� − (div�u�) vn} dL
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Provided that {u∈H2(K): u ·n|L =0} is dense in YR, it is possible to extend d(u; v) to [YR]2

by 0.
The term b(u; v) is de'ned through the second fundamental form B=∇n of L, by

∀(u; v)∈ [H1(K)]2; b(u; v)=
∫
L
{u� · B · v� + (tr B) un vn} dL

K being axisymmetric, the normal n is such that n� =0. Moreover, on each face, nr = cst and
nz = cst. Thus, there remains a single non-zero component in the expression of ∇n (cf. (A4))
restricted to each face, that of indices (�; �), equal to nr=r. Then

b(u; v)=
∫
L

nr

r
(u� v� + un vn) dL (19)

With the proposed boundary condition, there is a single nonvanishing term, in u� v�.
Note that, when the test-'elds have a vanishing normal or tangential trace, the inequality

(16) is now equivalent, owing to (18), to

∃k¡1; −b(u; u)6k‖∇u‖20 (20)

Remark 4.2. k in (20) and K in (16) depend only on the domain K. It is worth mentioning
that, when K is convex, one has nr¿0, so the bilinear form b is positive. Hence the result
with K =1 or k=0.

4.2. Density of smooth ;elds

In order to obtain the density result, we provide a proof which follows step by step that
of Costabel et al. [3]. Along the way, technical results are added to handle the case of the
conical vertices. Let us begin by some Hardy inequalities, stated without proof.

Lemma 4.3. (1) Let I =]0; R[, with R∈R+
∗ ∪{+∞}.

The mapping L :f �→Lf(x)=1=x
∫ x
0 f(y) dy, is continuous from L2

�(I) to itself for �¡1,
and its norm is bounded by 2=(1− �).

(2) Let I =]R;+∞[, with R∈R+.
The mapping L :f �→Lf(x)=1=x

∫ +∞
x f(y) dy, is continuous from L2

�(I) to itself for
�¿1, and its norm is bounded by 2=(�− 1).

Then, one has the

Lemma 4.4. Let E be a point of R2, and ( ; !) be some local polar co-ordinates with E as
the origin. Let !e be the angular sector de'ned by {( ; !): 0¡ ¡ 0; 0¡!¡!0}. Finally,
let /∈D(R) be a cut-oJ function, which is equal to 1 in a neighbourhood of 0. Consequently,
for all h in H 1(!e), h belongs to the closure (in H 1(!e)) of the set

S(h)= { � [1− /(n )] h; �∈]0; 1[; n∈N}
Proof. This corresponds to Lemmas 2:3 and 2:4 of Reference [3].

The proof of the following lemma is omitted.
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Lemma 4.5. Let !e be de'ned as above. It is further assumed that, drawn in a plane (r; z),
one has R!e ∩ (Oz)= ∅. Let Ke be the domain generated by the rotation of !e around (Oz).
Then, for all h∈H 1(Ke), h belongs to the closure (in H 1(Ke)) of the set S(h) de'ned above,
where  now corresponds to the distance to the edge generated by the rotation of E.

For the conical vertices, the following result holds true.

Lemma 4.6. Let ( ; !) be the local polar co-ordinates of origin O and axis (Oz) in a
meridian half-plane. Let !c be de'ned as {( ; !): 0¡ ¡ 0; 06!¡!0}, and let Kc be
the domain generated by the rotation of !c around (Oz). With our spherical co-ordinates,
it reads Kc = {( ; �; !): ( ; !)∈!c; �∈ [0; 2�[}. Finally, let h∈H 1(Kc). Then the sequence
([1− /(n )] h)n, where / is the same cut-oJ function as before, goes to h in H 1(Kc).

Proof. Let us prove an equivalent statement: namely, that (/(n )h)n goes to 0 in H 1(Kc).
There exists a, such that the support of /(n ) is a subset of B(O; a=n). Consequently, as
|/|61, one can show by the bounded convergence Theorem that the four sequences with
terms /(n )h, /(n ) 9 h, 1= /(n )9!h, 1=( sin!)/(n ) 9� h all go to zero in L2(Kc).
Then, as 9 [/(n )h]= /(n ) 9 h + n/′(n )h, there remains only to prove that the limit of

the last term is indeed 0.
The function x �→ x/′(x) is continuous with a compact support; therefore, it is bounded by

a constant C, and one gets

‖n/′(n )h‖206C2
∫
Kc ∩ B(O;a=n)

h2

 2 dK (21)

In addition, as the function /(n )h vanishes for  large enough, for almost all ( ; �; !), there
holds

1
 
/(n )h( ; �; !)=−1

 

∫ +∞

 

9
9s (/(ns)h(s; �; !)) ds

Now, as /(n )h belongs to H 1(Kc), its partial derivative with respect to  is in L2(Kc):
owing to the Fubini Theorem,  �→ 9 [/(n )h] is, for almost all (�; !), in L2

2(]0;  0[). As it
vanishes near in'nity, it is also an element of L2

2(]0;+∞[).
It is therefore possible to use the Hardy inequality (in  ) with �=2 and R=0. Owing

again to the Fubini Theorem, one gets that 1= /(n )h belongs to L2(Kc), and therefore h= too.
As a consequence, the right-hand side of (21) goes to 0 when n goes to in'nity, which

allows to conclude the proof.

Proposition 4.7. Let K be the domain of Figure 1. Then, the space

{v∈C∞( RK)3 ∩YR: v vanishes in a neighbourhood of vertices and edges} (22)

is dense in YR.

Proof. Let u∈YR. For any ”¿0, let us build an element ũ of the-space de'ned by (22),
and such that ‖u − ũ‖16”. The construction proceeds in four steps:

Step 1: Localization. Let us apply Lemma 4.6 to each component of u, and each conical
vertex:
u1 = (1−∑

i=1;2 /(n Oi)) u, for a suXciently large n, is such that ‖u − u1‖16”.
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After that, Lemma 4.5 is applied to each component of u1, and each edge: for a suXciently
large m and a suXciently small �; u2, de'ned by

u2 =
∑

16j6n

 �
Ej
(1− /(m Ej))u1

is such that ‖u1 − u2‖16”.
Note that, by construction, u2 belongs to YR, and that it vanishes in a neighbourhood V0

of the vertices and edges.
Step 2: Smoothing. The 'eld u2 is smoothed by convolution with a regularizing sequence

("k)k . The resulting 'eld u3 belongs to C∞( RK)3 and, for a suXciently large k:

• u3 vanishes in a neighbourhood V1 ⊂⊂V0 of the vertices and edges,
• ‖u2 − u3‖16”,
• ‖u3 · n‖1=2;L6”.

Step 3: Enforcement of the boundary condition. On each face Lj, let us consider the
(localized) left inverse Rj of the trace operator �jh= h|Lj with the following properties (cf.
Reference [2]). Let V be a neighbourhood of 9Lj on R3.

• For any element g of {g∈H 1=2(Lj): g vanishes in V∩Lj}, its lifting Rjg is equal to zero
in V, on (Oz) and has a vanishing trace on the other faces.

• Rj is continuous from H 1=2(Lj) to H 1(K) (independently of V).

Note that, as Lj\V is a smooth surface, and moreover, Rj�jh= h locally for any h∈H 1(K),
Rj is regularizing.

From the operators (Rj)16j6n+1, we build the lifting Rn of the trace �nv= v · n|L, from
{g∈ZjH 1=2(Lj): g vanishes in a neighbourhood of vertices and edges} to H1(K). It is such
that:

• Rn is continuous.
• For any g in ZjH 1=2(Lj) such that it vanishes in a neighbourhood V of the vertices and
edges, the support of Rng does not intersect V, nor (Oz). If, morevoer, the support of g
is imbedded in Lj\V for a given j, the support of Rng does not intersect any other face.

• Rn is regularizing.

Let Cn denote the norm of the operator Rn.

Step 4: Conclusion. Let us de'ne ũ= u3 −Rn�nu3. Owing to the regularizing property, this
'eld belongs to C∞( RK)3. In addition, it satis'es ũ · n|L =0 and it vanishes in V1: thus it is an
element of the space de'ned by (22). Last, ‖ũ−u3‖16Cn ”, and therefore ‖ũ−u‖16(3+Cn) ”.

Remark 4.3. The case of the density in XR follows in the same manner, one has simply
to note that, in Step 2, there holds ‖u3 × n‖1=2;L6”, and then to replace Step 3 by the con-
struction of a lifting operator R� of the tangential trace with the same properties as the ones
of Rn.
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As a conclusion of the two previous paragraphs, one gets the

Corollary 4.8. There holds

∀(u; v)∈ [YR]2; (∇u | ∇v)0 = (curl u | curl v)0 + (div u | div v)0 −
∫
L

nr

r
u� v� dL (23)

∀(u; v)∈ [XR]2; (∇u | ∇v)0 = (curl u | curl v)0 + (div u | div v)0 −
∫
L

nr

r
un vn dL (24)

4.3. Closedness of UYR in UY

Let us begin with an extension of the Hardy inequalities.

Lemma 4.9. The space H 1
−1(!) is continuously imbedded into L2

−3(!), i.e. there exists a
constant K1 such that

∀u∈H 1
−1(!); ‖u‖20;−3; !6K1‖grad u‖20;−1; ! (25)

Proof. Assume 'rst that ! is locally convex at the conical vertices (the conical angle is
equal to or less than �=2): it can be described by

!= {(r; z): zmin¡z¡zmax; 0¡r¡R(z)}
Then, as 9ru∈L2

−1(!), the Fubini Theorem yields—in the remainder of the proof, the symbol
∀ will stand for almost everywhere:

∀z ∈]zmin; zmax[;
∫ R(z)

0

1
r

(
9u
9r

)2

dr¡+∞ and
∫ zmax

zmin

dz
∫ R(z)

0

1
r

(
9u
9r

)2
dr=

∥∥∥∥9u9r
∥∥∥∥
2

0;−1

On the other hand, u|�a =0 in L2(�a) (Proposition 3.18), so that

∀(r; z)∈!; u(r; z)=
∫ r

0
9ru(s; z) ds:

For a given z, one can then apply Lemma 4.3 to f= 9ru, with R=R(z) and �=−1:∫ R(z)

0

1
r3

u(r; z)2 d r6
∫ R(z)

0

1
r

(
9u
9r (r; z)

)2
dr

Consequently, the integrands being positive, the Fubini Theorem allows to prove that (25) is
ful'lled with K1 = 1.

As for the general case, this proves in particular that the only remaining problem is due
to the conical vertices. For a general !, let us consider a three-way splitting. Near the 'rst
conical vertex, there exists oblique co-ordinates (5; z), such that, locally, ! coincides with
!1 = {(5; z): zmin¡z¡zmax; 0¡5¡[(z)}. Il we let  1 denote the angle between (O5) and
(Oz), it is a simple matter to check that there holds

‖u‖20;−3; !1
6(sin  1)−2 ‖grad u‖20;−1; !1

Copyright ? 2002 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2002; 25:49–78



64 F. ASSOUS, P. CIARLET JR. AND S. LABRUNIE

A similar result can also be derived in a domain !2, which coincides locally with ! near the
other conical vertex.
Now, the bounds on z de'ning !1 and !2 can be chosen in such a way that !3 =!\(!1

∪!2) is at a distance Rmin of (Oz), with Rmin¿0. Thus, for u∈H 1
−1(!)

‖u‖20;−3; !3
6

‖u‖20; !3

R3
min

6
‖u‖20; !
R3
min

6
C2

P

R3
min

‖grad u‖0; !6C2
P Rmax

R3
min

‖grad u‖0;−1; !

where CP is the Poincar\e constant (recall that u|�a =0). The conclusion follows, with K1 =
(sin  1)−2 + (sin  2)−2 + C2

P Rmax=R3
min in (25).

Proposition 4.10. Inequality (16) is satis'ed for all u∈ UYR.

Proof. It is suXcient to check that it is ful'lled, for all u in

E1
� = {u∈ UH1(K): u · e r = u · e z =0}={u= ue�; u∈H 1

−K)}
As a matter of fact, (16) is equivalent to (20). If the latter is ful'lled for u∈E1

� , then one
splits u∈ UH1(K) in um + u�: ∇um and ∇u� are L2-orthogonal. In addition, the form b(u; u)
depends only on u�. Owing to

−b(u; u)= − b(u�; u�)6k‖∇u�‖206k‖∇u‖20;
(16) also holds for u.
Now, for a given u∈E1

� , let v= ru�. On the one hand, as div u=0, owing to Proposi-
tion 3.19, one has 2�‖grad v‖21;−1; ! =‖curl u‖20;K+‖div u‖20;K. On the other hand, the condition
u∈ UH1(K) translates to u� ∈H 1

−(!), that is v∈H 1
−1(!)∩L2

−3(!)=H 1
−1(!) (see the previous

lemma). Using Proposition 3.17 and (25), one 'nds

|u|21;K
2�

= ‖u�‖20;−1; ! +
∥∥∥∥9u�

9r

∥∥∥∥
2

0;1; !
+

∥∥∥∥9u�

9z

∥∥∥∥
2

0;1; !

= ‖v‖20;−3; ! +
∥∥∥∥9v9r − v

r

∥∥∥∥
2

0;−1; !
+

∥∥∥∥9v9z
∥∥∥∥
2

0;−1; !

6 ‖v‖20;−3; ! + 2
∥∥∥∥9v9r

∥∥∥∥
2

0;−1; !
+ 2‖v‖20;−3; ! +

∥∥∥∥9v9z
∥∥∥∥
2

0;−1; !

6 (3K1 + 2)‖grad v‖21;−1; !

The bound in (16) is 'nally obtained with K =(3K1 + 2).

4.4. Closedness of UXR in UX

If one tries to use the same constructive techniques as in the previous paragraphs, it is only
possible to obtain a positive result for a domain K, which is ‘slightly non-convex’ at the
conical vertices.
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Fortunately, there is an inductive way, which yields the closedness result (cf. Reference
[11]). It is based on a powerful result, obtained by Birman and Solomyak. For that, let

]= {!∈H 1
0 (K): T!∈L2(K)}

Theorem 4.11. Let K be a bounded Lipschitz domain. Then, for all u in X, there exist u0

in XR and !∈] such that

u = u0 + grad!; (26)

C‖u‖20; curl;div¿ ‖u0‖21 + ‖T!‖20 (27)

Here, C denotes a non-negative constant, which is independent of u.

Proof. See Reference [10].

As we are considering an axisymmetric domain and axisymmetric data, let us focus on the

Lemma 4.12. In the case when the domain K and the 'eld u are axisymmetric, one can
'nd suitable u0 and ! such that (26) and (27) are valid.

Proof. In order to prove this result, a possibility is to check that the process of Birman
and Solomyak, applied to an axisymmetric 'eld, yields an axisymmetric decomposition. As
a matter of fact, it is based upon mappings and continuation operators, which preserve axi-
symmetry.
Another approach consists in introducing an averaging mapping: M�(f)=1=2�

∫ 2�
0 f d�.

The mapping M� is continuous from L2(K) to UL
2
(K), and it ful'ls, for any function f of

C∞( RK),

M�(9rf)= 9rM�(f); M�(9zf)= 9zM�(f) and M�(9�f)=0= 9�M�(f)

In other words, it commutes with diJerential operators, with suXciently smooth data. By
density, it de'nes a continuous mapping from H(curl; div; K), resp. ], onto their respective
axisymmetric subspaces. Thus, for an axisymmetric u, one simply uses (26) to get u0 and !,
and consequently

u=M�(u)=M�(u0) + gradM�(!)

inequality (27) remains valid, owing to the continuity of M�.

This amounts to saying that the singular part of the electric 'eld (if it exists) is linked
to a gradient of a (well chosen) singular potential; this relationship will be developed in
Section 5.
Now, let ]R =]∩H 2(K). Then, one proceeds with the

Lemma 4.13. The following inequalities are equivalent, with C1 and C2 two non-negative
constants:

‖u‖16C1‖u‖0; curl;div; ∀u∈XR (28)

‖!‖26C2‖T!‖0; ∀!∈]R (29)
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Proof. Assume 'rst that (28) holds: given ! in ]R, one gets

‖!‖22 = ‖!‖20 + |!|21 + |!|22;
6C{|!|21 + |!|22}; owing to the Poincar \e inequality;

= C‖grad!‖21;
6C‖grad!‖20; curl;div; as grad!∈XR ;

6C‖T!‖20; by applying Weber’s inequality (see Proposition 1:1)

Conversely, if (29) is true, then, for u in XR, one uses (26) and (27) with !∈]R

(grad!= u − u0 ∈XR), to obtain

‖u‖216 2{‖u0‖21 + ‖!‖22}
6C{‖u0‖21 + ‖T!‖20}; owing to (29)

6C ‖u‖20; curl;div

This leads to the

Theorem 4.14. Let K be a Lipschitz domain, such that its geometrical singularities are
either conical vertices, or edges. Then (28) is satis'ed in K if and only if all the conical
angles are diJerent from a prescribed value �=�−. In addition, this value corresponds exactly
to the case when 3=4 is an eigenvalue of the Laplace operator, considered in the vicinity of
the conical vertex.
As a consequence, if K is axisymmetric, (15) is satis'ed in K if and only if all the conical

angles are diJerent from the prescribed value �=�−.

Proof. Owing to the above lemma, inequality (28) is satis'ed if and only if (29) is true.
Dauge [12] has proved that this is the case if the conical angles are diJerent from �=�−
(numerical value close to 130◦). Conversely, she also proved that the statement (29) is false
when at least one conical angle takes the value �=�−, and that it corresponds to the existence
of the eigenvalue 3=4 in the spectrum of the Laplace operator, de'ned near the same conical
vertex. The result in an axisymmetric domain follows immediately.

Remark 4.4. It is not possible to apply the same technique to the magnetic 'elds, as
the equivalent of (29) had not been established for elements of { ∈H 2(K)=R: 9n |L =0}.
However, as the transpositions of theorem 4.11 and lemma 4.13 are both valid in Y (cf.
References [10; 13] for the former, use of the equivalence of norms in H 1(K)=R instead of
the Poincar\e inequality for the later), it is clear that (29) holds for axisymmetric elements of
{ ∈H 2(K)=R: 9n |L =0}.

4.5. Mixed boundary conditions

Let us consider now the case of mixed boundary conditions. More precisely, given a splitting
of the boundary �b = R�1 ∪ R�2, with �1 ∩ �2 = ∅, which yields an axisymmetric splitting of L in

Copyright ? 2002 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2002; 25:49–78



TOOLS TO SOLVE AXISYMMETRIC MAXWELL EQUATIONS 67

L1 and L2, de'ne

Z= {v∈H(curl; K)∩H(div; K): v× n|L1 = 0; v · n|L2 = 0}; and ZR =Z∩H1(K)

Remark 4.5. It is important to note that, due to the axisymmetry, a single boundary con-
dition holds in the neighbourhood of each conical vertex.

Next, one can prove, using the same technique as the one developed in the proof of
Proposition 4.7.

Proposition 4.15. The space

{v∈C∞( RK)3 ∩ZR: v vanishes in a neighbourhood of vertices and edges}
is dense in ZR.

By plugging this density result in the integration by parts formula (18), one gets

Corollary 4.16. Let (u; v) belong to [ZR]2. There holds

(∇u | ∇v)0 = (curl u | curl v)0 + (div u | div v)0
−

∫
L1

nr

r
unvn dL−

∫
L2

nr

r
u�v� dL (30)

The problem (7)–(10) is solved in two steps: 'rst in H, then in H⊥ (cf. Section 1.2).
Recall that the 'nite-dimensional subspace H (11), composed of elements with both van-

ishing curl and divergence, is not reduced to {0}, contrarily to the similarly de'ned sub-
spaces of X and Y. As a matter of fact, owing to Reference [4], a basis of H is given by
(gradpk)16k6Km−1, with

pk ∈H 1(K); Tpk =0; pk |L0
1
= 0; pk|Ll

1
= 8kl; 16l6Km − 1;

9pk

9n |L2
= 0

(31)

By construction, the gradpk are axisymmetric.
For the problem in H⊥ in order to establish the closedness property, that of UZR ∩H⊥ in

H⊥, it is possible to reuse the results of the previous two paragraphs to construct a proof.
Let us consider an element u of UZR ∩H⊥.
Given the usual cut-oJ function X, split

u= u1 + u2 + u3 with u1 =X1 u; u2 =X2 u

here, Xi =X( i), where  i denotes the distance to the conical vertex Oi, and X is such that
9L∩ supp(X)= ∅.
On the one hand, u1 and u2 do belong to UXR or UYR. Thus (16) is valid for both 'elds,

provided the conical angle diJers from �=�− in the UXR-case.
On the other hand, u3 is such that its trace vanishes in a neighbourhood of the conical

vertices: this allows to prove that (16) holds too for the third 'eld.
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Lemma 4.17. Let V0 be a neighbourhood of the conical vertices. Then, there exists a con-
stant K such that (16) is valid, for all elements of ZR ∩H⊥, the trace of which vanishes on
L∩V0.

Proof. The result is obtained by contradiction. Let (v k)k be a sequence of elements such
that

‖∇v k‖20 = 1 ∀k; ‖curl v k‖20 + ‖div v k‖20 → 0

According to the Weber inequality, stated in Proposition 1.2, (v k)k converges to 0 in H(curl;
K)∩H(div;K). Now, as the sequence is bounded in H1(K), it admits a weakly convergent
subsequence. Thanks to the above, its limit is 0. What is more, as H1(K) is compactly
imbedded in H1−”(K) (for a non-negative ”), a subsequence converges to 0 in the latter
space: thus, its trace vanishes in L2(L). In particular, this implies that b(vk ; vk) also vanishes,
as

b(v k ; v k)=
∫
L\V0

nr

r
‖v k‖2 dL6 1

Rmin
‖vk‖20;L

The contradiction then follows from (30).

As a consequence, one obtains

‖∇u‖20 = ‖
3∑

i=1

∇ui‖2063
3∑

i=1

‖∇ui‖206K
3∑

i=1

{‖curl ui‖20 + ‖div ui‖20}

with K a constant independent of u.
Last, there exists a constant C such that

3∑
i=1

{‖curl ui‖20 + ‖div ui‖20}6C{‖curl u‖20 + ‖div u‖20}

Otherwise, given (v k)k a sequence of elements such that

3∑
i=1

{‖curl v k
i ‖20 + ‖div v k

i ‖20}=1 ∀k; ‖curl v k‖20 + ‖div v k‖20 → 0

we infer that (v k)k converges to 0 in H(curl; K)∩H(div;K). Now, due to the identities

curl v1 =X1 curl v+ (gradX1)× v; div v1 =X1 div v+ (gradX1) · v; etc:;

the same is true for the three sequences (v k
i )k . This contradicts the assumption.

Thus (16) is valid for elements of UZR ∩H⊥.
To conclude, one has the

Theorem 4.18. Let K be an axisymmetric domain. UZR ∩H⊥ is closed in H⊥, provided that
for the conical vertices included in L1, the corresponding conical angle is diJerent from the
prescribed value �=�−
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Corollary 4.19. There holds

H⊥ = ( UZR ∩H⊥)
⊥⊕ UZS (32)

5. A CHARACTERIZATION OF SINGULAR FIELDS

The aim of this section is, for both the electric and the magnetic 'elds, to relate the singular
'elds to scalar singularities of Laplace-like operators. Again, the building of the relationship
depends crucially on the way the closedness result has been derived. As a conclusion of each
subsection, the result on the dimension of the subspace of singular 'elds is stated, without
proof.
Before we begin to characterize the singular part of the electromagnetic 'eld, let us recall

the following Proposition, stated in the axisymmetric domain K.

Proposition 5.1. If the data is axisymmetric for problems (1)–(3), (4)–(6) and (6)–(10),
then their respective solution is also axisymmetric.

5.1. Singular electric ;elds

In this subsection, we assume that the conical angle values diJer from �=�−.
We apply next the technique of the singular complement method [14]: our starting point is

inequality (29), together with the Poincar\e and Weber inequalities.

Proposition 5.2. ] can be orthogonally decomposed in the following way:
In ]; ‖!‖] = ‖T!‖0 is a norm, which is equivalent to the canonical graph norm.
T]R is a closed subspace of L2(K). Let N denote its orthogonal.
De'ne ]S as the subspace of ] such that T]S =N . Then both ]R and ]S are closed
in ] and

]=]R
⊥⊕]S (33)

As a consequence, thanks to Theorem 4.11, it is possible to prove the

Theorem 5.3. The following decomposition is direct and continuous:

X=XR
c⊕ grad]S (34)

Proof. It follows from (26) and the inclusion grad]R ⊂XR that X=XR + grad]S.
After that, let v∈XR ∩ grad]S. By construction, v∈H1(K)∩ grad], i.e. v∈ grad]R. On

the other hand, it is clear from the previous proposition that grad] can be split orthogonally

in X into grad]R
⊥⊕ grad]S; as a consequence, v=0, and the sum is direct.

Last, the application

XR × grad]S →X
(vR ; grad!S) �→ v= vR + grad!S

is linear, continuous and bijective. Now, as XR × grad]S and X are Banach spaces, it stems
from the open mapping Theorem that the inverse of the application is also continuous.
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So, as UX is the natural space of electric 'elds, and UXR the subspace of regular electric
'elds, we derive from the above Theorem the direct and continuous decomposition

UX= UXR
c⊕ UXS; with UXS = grad U]S (35)

In other words, the electric singular 'elds are one-to-one and onto with the gradients of
the axisymmetric singularities of the Laplace operator. In addition, the elements of U]S are
characterized by their Laplacian, i.e. there remains to study

UN =T U]S (36)

As we are dealing with an orthogonality property ( UN is, by de'nition, orthogonal to T U]R in
UL2(K)), we shall use an integration by parts formula to obtain the relevant information on
the elements of UN . This method has been introduced in References [15; 2] and the references
therein, for problems posed in a polygon or a polyhedron, in order to characterize N .

De;nition 5.4. On any face Li ; 16i6n + 1, let  i be the distance to its boundary, and
de'ne

H 1=2
00 (Li)= {f∈H 1=2(Li):

f√
 i

∈L2(Li)} and UH (Li)=H 1=2
00 (Li)∩D′(L)

By adapting the strategy developed in Reference [2] (with a treatment speci'cally designed
to handle the diXculties related to the conical vertices), we can prove the following on any
face Li, about the trace of the normal derivative of elements of U]R. Let �i

1 be the corresponding
trace application.

Lemma 5.5. The application � i
1 is continuous from U]R to UH (Li).

Moreover, it is surjective from Gi = {u∈ U]R: �j
1u=0; ∀j �= i} onto UH (Li), and there exists

a continuous lifting operator from UH (Li) into Gi.

As a consequence, �i
1 is surjective from U]R onto UH (Li). This result permits to prove an

integration by parts formula, between elements of U]R and elements of the space D(T;K)=
{g∈L2(K): Tg∈L2(K)}. As a matter of fact, it is clear that elements of N possess a vanishing
Laplacian, and therefore that they belong to D(T;K). One has the

Lemma 5.6. Let p∈D(T;K) and u∈ U]R. There holds

∫
K
(pTu− uTp) dK=

n+1∑
i=1

UH (Li)′〈p; �i
1u〉 UH (Li)

Again, the method of proof is an adaptation of Reference [2]. This leads to the 'rst charac-
terization of elements of UN .

Theorem 5.7. Let p∈ UL2(K): p belongs to UN if and only if

Tp=0 in K

p|Li =0 in UH (Li)′; 16i6n+ 1
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Proof. It is a straightforward consequence of the above Lemmas.

On the meridian half-plane, the trace of the operator T is de'ned by

T+ =
92
9r2 +

1
r
9
9r +

92
9z2

The second characterization of elements of UN is then

Corollary 5.8. Let p∈L2
1(!): p belongs to UN if and only if

T+p=0 in !

p|�i =0; 16i6n+ 1

p∈C∞( R!\Vb) for any neighbourhood Vb of �b

(The trace on �i is understood in the suitable trace space of UH (Li).)

Remark 5.1. Since p is smooth in the neighbourhood of any segment included in �a, one
infers that 9rp(Ma)=0, for all points Ma of �a. This additional boundary condition is used
in the actual computation of the singularity p.

Proof. Owing to Proposition 3.14, p∈L2
1(!). Then, T+ being the trace of the

three-dimensional Laplacian, one has T+p=0 in !; the boundary condition p=0 on �b
is clear. Finally, as p is harmonic in K, it is smooth and so is its trace.
The reciprocal assertion is straightforward.

Finally, by studying the properties of the Laplace-like operator T+ (cf. a forthcoming paper),
one 'nds that the dimension of UN , and thus that of U]S and of the subspace of electric singular
'elds UXS, is equal to

the number of conical vertices with conical angle larger than �=�−
+ the number of reentrant edges.

5.2. Singular magnetic ;elds

As for the magnetostatic equations, one has to solve
Find B∈L2(K) such that

curlB= f in K
divB=0 in K
B · n|L = 0

where the datum f of L2(K) is divergence-free.
Note that we rewrote the equations above to stress the fact that the magnetic 'eld is always

divergence-free. So, the natural space of axisymmetric magnetic 'elds is

UW= {v∈ UY: div v=0}
In this space, an equivalent norm is v �→ ‖curl v‖0.
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Then, if we let UWR = UW∩ UH1(K) be the space of regular 'elds, we infer from Section 4.3
the

Proposition 5.9. UWR is closed in UW.

Proof. Let (vn)n be a sequence of elements of UWR, which converges to v in UW.
In UY, this amounts to saying that (vn)n is a sequence of divergence-free elements of UYR,

which converges to the divergence-free v.
As UYR is closed in UY; v belongs to UYR, and therefore to UWR, as it is divergence-free.

Let UWS be its orthogonal, i.e.

UW= UWR
⊥⊕ UWS (37)

(The orthogonal alternative of the singular complement method [14].)
In order to characterize the singular magnetic 'elds, we proceed in two steps. First, we

prove that they are meridian, and second, we use their de'nition by orthogonality to relate
them to singular solutions of a Laplace-like problem.

Theorem 5.10. Let B∈ UWS: $�(B)=0.

Proof. Given B of UWS, let B=B� +Bm be its decomposition into azimuthal and meridian
parts. One further has

B� =BR
� + BS

�; (BR
� ;B

S
�)∈ UWR × UWS

Bm =BR
m + BS

m; (BR
m;B

S
m)∈ UWR × UWS

As B∈ UWS, BR
� + BR

m =0. These two vectors are pointwise orthogonal, so BR
� =BR

m =0. This
means that both B� and Bm belong to UWS. Let us focus now on the azimuthal part, B�, and
de'ne f = curl B�. Owing to Proposition 2:2; f is meridian. In addition,∫

K
f · curl C dK=0; ∀C∈ UWR (38)

Let us prove that this orthogonality property is true, for any vector 'eld C of UH1(K): it
is split into C=C� + Cm. Owing again to Proposition 2.2, curl Cm is azimuthal, and as a
consequence, it is pointwise orthogonal to f .
Now, C� is independent of �, and therefore it is divergence-free. Also, it has a vanishing

normal component on the boundary (n is orthogonal to e�). Last, ∇C� and ∇Cm are pointwise
orthogonal (cf. (A4)): in order for ∇C to be in L2(K)9, they are both required to be in L2(K)9

too. This yields C� ∈ UWR. As (38) holds for both C� and Cm, it does for C also. Consequently

curl f =0 in K and f × n|L =0

Added to the de'nition of f , this can be complemented with div f =0 in K, i.e. f =0.
As elements of UW are characterized by their curl, one concludes that B� =0.

As mentioned in the proof, elements of UW are determined via their curl. Then, given
B∈ UWS, de'ne P= curlB :B is meridian, so its curl P is azimuthal; let us further de'ne
P� e� =P.
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In the remainder of the subsection, we shall characterize P, 'rst in K, and after that in the
meridian half-plane.
In order to handle the case of the singular electric 'eld, recall that we introduced an

integration by parts formula, related to the (scalar) Laplacian operator. Here, we shall consider
an integration by parts formula, which involves the vector Laplacian operator. How? Simply,
by introducing the space of regular potentials

AR = {A∈ UH0(curl;K)∩ UH(div;K): divA=0; curl A∈H1(K)}
of elements of UWR. The equivalent of formula (38) is∫

K
P ·TA dK=0; ∀A∈AR (39)

as T=−curl curl + grad div. One additional remark is that P is azimuthal, so the relevant
part of TA is $�(TA): in other words, it is enough to consider only elements of

A�R = {A∈AR: A‖e�}
(For all A∈AR, both $�(A) and $m(A) belong to AR.)
Then, let us proceed similarly to the previous subsection. Let Li be a given face, and �i1�

be de'ned as �i1� u= �i1u�.

Lemma 5.11. �i1� is continuous from A�R to UH (Li). Moreover; it is surjective from Gi =
{u∈ UH2(K)∩ UH1

0(K): u‖e�; �j1� u=0; ∀j �= i} onto UH (Li), and there exists a continuous lifting
operator from UH (Li) into Gi.

As a consequence, �i1� is surjective from A�R onto UH (Li) (Again, some speci'c treatment
has to be designed to handle the conical vertices.)
By essence, P belongs to D(T;K)3 (cf. (39) with A∈ UD(K)). There follows the

Lemma 5.12. Let P∈D(T;K)3 and A∈A�R. There holds∫
K
(P ·TA−A ·TP) dK=

n+1∑
i=1

UH (Li)′〈P�; �i1�A〉 UH (Li)

With the help of this formula, one can derive the 'rst characterization of elements of curl UWS.

Theorem 5.13. Let B∈ UWS: then P=P� e� = curlB satis'es

P∈ UL2(K)

TP=0 in K

P�|Li =0 in UH (Li)′; 16i6n+ 1

Conversely, a vector 'eld solution of the above system is the curl of an axisymmetric singular
magnetic 'eld.

Note that, in the course of the proof, it is useful to replace (39) by the same formula, for
'elds of {A∈ UL2(K): curl A∈ UH1(K); A�|L =0}, as it is necessary to remove the divergence-
free condition on the test 'elds.
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On the meridian half-plane, we use the operator T−, de'ned at (13). The second charac-
terization of elements of curl UWS follows.

Corollary 5.14. Let P� =p=r :p∈L2
−1(!) can be characterized as the solution to

T−p = 0 in !

p|�i = 0; 16i6n+ 1

p
r
∈C∞( R!\Vb); for any neighbourhood Vb of �b

Remark 5.2. The smoothness of p=r in the neighbourhood of any segment included in �a
yields p(Ma)=0, for all points Ma of �a.

Proof. The fact that p is described by the set of above equations is clear, after one notices
that TP=1=rT−p e�.

In order to prove the reciprocal assertion, the following method can be used. Let P=p=r e�:
P belongs to UL2(K) by construction. Let us show that TP=0. For that, let v∈ UD(K) and Vb

be a neighbourhood of L such that supp(v) ∩Vb = ∅.

〈TP; v〉= 〈P;Tv〉=
∫
K
P ·Tv dK=2�

∫
!

p
r
T−(rv�) d!

=2�
∫
!\Vb

p
r
T−(rv�) d!=2�

∫
!\Vb

1
r
T−p(rv�) d!=0

The double integration by parts is justi'ed by the smoothness of p=r and rv� in !\Vb. There
is no boundary term, as both p and rv� vanish on �a ∩Vb.

In particular, P belongs to D(T;K)3. This allows to de'ne its trace on Li in UH (Li)′, and
the condition p|�i =0 'nally leads to P�|Li =0.

By studying the properties of the operator T− (cf. a forthcoming paper), one 'nds that
the dimension of the vector space curl UWS, and thus that of UWS, is equal to the number of
reentrant edges.

6. THE TIME-DEPENDENT MAXWELL EQUATIONS

Given T¿0, let us recall Maxwell equations in time. If we let c and ”0 be, respectively, the
speed of light and the dielectric permittivity, they read, in K× ]0; T [

9E
9t − c2 curlB= − 1

”0
J (40)

9B
9t + curlE=0 (41)

divE=
 
”0

(42)
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divB=0 (43)

where  and J are the charge and current densities. They satisfy the charge conservation
equation (a consequence of Equations (40) and (42))

9 
9t + divJ=0 (44)

These equations are supplied with appropriate boundary conditions: in our case, as the
domain K is enclosed in a perfectly conducting material, they are, in L×]0; T [,

E× n=0 (45)

B · n=0 (46)

Last, initial conditions are provided to close the system of equations,

E(·; 0) =E0 (47)

B(·; 0) =B0 (48)

with an ad hoc initial value (E0;B0) of the electromagnetic 'eld.
In order to prove the existence and uniqueness of the electromagnetic 'eld under suitable

assumptions on the data and the initial conditions, one can use for instance the semi-group
theory to get the

Theorem 6.1. Assume that (E0;B0) belongs to H0(curl;K)×H(curl;K), and that J∈C1

(0; T ;L2(K)). Then, there exists one and only one solution to the time-dependent problem
(40)–(41), (45), (47)–(48), such that

E∈C0(0; T ; H0(curl;K))∩C1(0; T ;L2(K))

B∈C0(0; T ; H(curl;K))∩C1(0; T ;L2(K))
(49)

Assume moreover that  belongs to C0(0; T ;L2(K)) and that the initial data satisfy

divE0 =
 (·; 0)
”0

; divB0 = 0; B0 · n|L =0

Consequently, (42) and (43) are ful'lled, and in addition to (49),

E∈C0(0; T ;X)

B∈C0(0; T ;Y)∩C1(0; T ;H(div;K))
(50)

(The proof of the 'rst part of the Theorem is a standard application of the semi-group theory,
whereas the second part can be obtained through some simple veri'cations.)
Provided that K is axisymmetric, if the data and initial conditions are axisymmetric, the

solution of (40)–(48) is also axisymmetric.
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Proposition 6.2. If  , J and (E0;B0) are axisymmetric, so is the solution to (40)–(48),
and, provided that J∈C1(0; T ; UL2(K)) and that  ∈C0(0; T ; UL2(K)), there holds

E∈C0(0; T ; UX)

B∈C0(0; T ; UW)
(51)

The consequence of these results, and of the decomposition (35), (37) of the spaces UX and
UW is that it is possible to decompose the electromagnetic 'eld into regular and singular parts

continuously, with respect to time, i.e.

Corollary 6.3. Assume that (E;B) belongs to C0(0; T ; UX× UW): one can write

E(·; t) =ER(·; t) + ES(·; t); (ER ;ES)∈C0(0; T ; UXR × UXS) (52)

B(·; t) =BR(·; t) +BS(·; t); (BR ;BS)∈C0(0; T ; UWR × UWS) (53)

CONCLUSION

We have presented new results concerning Maxwell’s equations in an axisymmetric domain,
with axisymmetric data (and axisymmetric initial conditions).
In particular, we proved that, in space, the regular subspaces, UXR, UWR, are closed in UX

and UW, respectively, with the exception of one value of the conical angle (equal to �=�−)
in the electric case. This lead to the decomposition of the solution of either the static or
the time-dependent Maxwell equations, into a regular part and a singular part, the so-called
singular complement method. In addition, we proved that the singular subspaces UXS and UWS

are 'nite-dimensional.
This suggests that one can use the singular complement method for numerical applications in

axisymmetric geometries, as already done in References [15; 16] in two-dimensional cartesian
domains. The regular part of the solution is approximated via the P1 Lagrange 'nite element,
whereas the singular part is computed after a suitable discretization of the basis of UXS and
UWS has been carried out. These issues will be addressed in forthcoming papers.

APPENDIX A

A.1. Operators in cylindrical coordinates

In cylindrical co-ordinates, the gradient, divergence and curl operators read

gradf=
9f
9r er +

1
r
9f
9� e� +

9f
9z ez (A1)

div v=
1
r
9
9r (r vr) +

1
r
9v�
9� +

9vz
9z (A2)
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curl v=
(
1
r
9vz
9� − 9v�

9z

)
er+

(
9vr
9z − 9vz

9r

)
e� +

1
r

(
9
9r (r v�)−

9vr
9�

)
ez (A3)

The expression of the Jacobian of any vector 'eld v is

∇v=




9vr
9r

1
r

(
9vr
9� − v�

)
9vr
9z

9v�
9r

1
r

(
9v�
9� + vr

)
9v�
9z

9vz
9r

1
r
9vz
9�

9vz
9z




(A4)

A.2. Operators in spherical co-ordinates

In the non-standard spherical co-ordinates, the 'rst order diJerential operators are

gradf=
9f
9 e +

1
 sin!

9f
9� e� +

1
 
9f
9! e! (A5)

div v=
1
 2

9
9 ( 

2 v ) +
1

 sin!
9v�
9� +

1
 sin!

9
9! (sin !v!) (A6)

curl v=
1

 sin !

(
9v!
9� − 9

9! (sin !v�)
)

e +
1
 

(
9v 
9! − 9

9 ( v!)
)

e�

+
1
 

(
9
9 ( v�)−

1
sin!

9v 
9�

)
e! (A7)

∇v=




9v 
9 

1
 sin!

9v 
9� − v�

 
1
 

(
9v 
9! − v!

)
9v�
9 

1
 sin!

9v�
9� +

cot!
 

v! +
v 
 

1
 
9v�
9!

9v!
9 

1
 sin!

9v!
9� − cot!

 
v�

1
 

(
9v!
9! + v 

)




(A8)
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15. Assous F, Ciarlet Jr P, Sonnendrùcker E. Resolution of the Maxwell equations in a domain with reentrant

corners. Mod/el. Math. Anal. Num/er. 1998; 32:359–389.
16. Assous F, Ciarlet Jr P, Segr\e J. Numerical solution to the time-dependent Maxwell equations in two-dimensional

singular domains: the singular complement method. Journal of Computational Physics 2000; 161:218–249.

Copyright ? 2002 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2002; 25:49–78


