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Abstract. Cosmic magnetic fields, including the magnetic field of the Earth, are produced by the
homogeneous dynamo effect in moving electrically conducting fluids. We sketch the history of
the underlying theory and comment on previous attempts to realize homogeneous dynamos in the
laboratory. For the main part, we report on two series of experiments carried out at the Riga dynamo
facility. In November 1999 a slowly growing magnetic field eigenmode was observed for the first
time in a liquid metal experiment. In July 2000, the magnetic field saturation regime was studied
and a number of interesting back-reaction effects were observed. A preliminary interpretation of the
measured data is also presented.
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1. Background

1.1. TECHNICAL AND NATURAL DYNAMOS

Nowadays, the dynamo effect in homogeneous electrically conducting fluids is
widely accepted as the only possible effect to explain the abundance of magnetic
fields in the cosmos. All other explanations, starting with Gilbert’s interpretation
of the Earth as a big lodestone (Gilbert, 1600) and ending with Blackett’s hypo-
thesis that large astronomical bodies might have dipole moments that are directly
proportional to their angular momentum (Blackett, 1947), had to be discarded over
the course of time.

The basic idea of a self-exciting dynamo traces back to von Siemens in 1867 or
even to Jedlick in 1861 (see the remarks in Simonyi, 1990). Generally, the possib-
ility for dynamo action arises from the induction of an electromotive force when
a conductor moves with the velocity v in a magnetic field B. The induced current
density j is given by Ohm’s law

j=0(E+vxB), (D)

* Based on an invited review, presented at the XXVI General Assembly of the European
Geophysical Society, Nice, France, March 2001.
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Figure 1. Bullard’s disk dynamo. The rotation of the disk in a given magnetic field B induces a
current in the wire that amplifies the magnetic field. At a certain critical value of the rotation rate w,
self-excitation occurs.

where o is the electrical conductivity and E denotes the electric field.

Leaving aside the specific technical realization, the general question of mag-
netic field self-excitation is how is it possible for the electric current (Equation (1))
which is generated by the magnetic field also to produce the very same magnetic
field. The simplest illustration of such a bootstrap effect is given by the homopolar
disk dynamo (Figure 1), basically consisting of a rotating metal disk which is
slidingly connected to a wire wound around the rotation axis of the disk (Bul-
lard, 1955). This simple device can work as a self-excited dynamo if the angular
velocity w of the disk exceeds a certain critical value w, = 2w R/L, with R and
L denoting the Ohmic resistance of the circuit and the mutual inductance between
the circuit and the rim of the disk, respectively. Although this device looks very
simple, one should note the presence of insulating spacings between the conducting
parts forcing the current in the desired direction. In contrast to multiply connected
and asymmetric technical dynamos of this sort, cosmic dynamos work in singly
connected domains with uniform conductivity.

It was after the strong magnetic field in sunspots had been detected by Hale
in 1908 that Larmor (1919) suggested self-excitation as the source of magnetic
fields of large astronomical bodies, such as the Sun. Later, the dynamo process was
adopted as an explanation of the geomagnetic field, too. Early contributions to dy-
namo theory based on the equations of magnetohydrodynamics (MHD) were made
by Elsasser (1946) and Bullard (1949). Since then, much analytical and numerical
progress has been made in the understanding of homogeneous dynamos.
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Crust 6371 km

Figure 2. Global structure of the Earth’s interior. The magnetic field is produced by convective motion
within the liquid outer core.

1.2. THE EARTH’S DYNAMO — OBSERVATIONAL, MATHEMATICAL AND
NUMERICAL ASPECTS

In the course of the 20th century, seismic measurements have revealed the internal
structure of the Earth in more and more detail. The main shell structure, includ-
ing the solid inner core, the liquid outer core, the mantle, and the thin crust, is
illustrated in Figure 2.

The geomagnetic field is produced by convective motion in the liquid outer core.
The main sources of convection are the thermal and/or compositional buoyancy and
the Coriolis force. Therefore, thermal and gravitational energy is first transformed
into kinetic energy, which in turn is partly transformed into magnetic energy. A
comprehensive presentation of geomagnetism can be found in Merrill et al. (1998).

From the mathematical point of view, the occurrence of dynamo action is a
bifurcation phenomenon similar to a hydrodynamic instability. Just as a hydro-
dynamic instability occurs at a certain critical value of the hydrodynamic Reynolds
number Re = Lv/v, where L is a typical length scale of the system, v is a typical
velocity scale and v is the kinematic viscosity, a hydromagnetic instability may
occur at a certain critical value of the magnetic Reynolds number Rm = pgo Lv,
where  is the permeability of free space and o is the electrical conductivity of
the fluid. The inverse of wgo is called the magnetic diffusivity, often denoted by A.

Mathematically, this process is described by the so-called induction equation
for the magnetic field B,

9B
5, =V X (vxB)+1AB )
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with the constraint
V-B=0. 3)

Without the velocity dependent term on the r.h.s., Equation (2) would simply
describe the free decay of a magnetic field in a conducting medium. Given a suffi-
cient twist (or helicity) of the velocity field, at a certain flow intensity it can twist
and stretch the magnetic field in such a way that the diffusion may be compensated.

What happens in this case, when the critical magnetic Reynolds number is ex-
ceeded? The magnetic field starts to grow exponentially, until the resulting Lorentz
forces become large enough to modify the pre-supposed velocity structure. In order
to describe this back-reaction it is necessary to solve the Navier—Stokes equation

av Vp 1
— 4+ V- V)v=——4+ —(V xB) x B+ vAV + g, 4
at P op

where the back-reaction of the magnetic field on the velocity is included and the
driving forces (in particular the buoyancy force for the geodynamo) are summarily
denoted by fy;y.. In Equation (4), p and v denote the density and the kinematic
viscosity of the fluid, respectively.

The advent of computers has made it possible to simulate the coupled system
of Equations (2), (3), and (4) (possibly with an additional equation for the tem-
perature) in detail. The last decade has brought about tremendous progress in the
numerical treatment of the geodynamo (Glatzmaier and Roberts, 1995; Kuang and
Bloxham, 1997; Busse et al., 1998; Christensen et al., 1999). Most of the recent
numerical results share the main features with the Earth’s magnetic field, including
the dominance of the axial dipolar component, weak non-dipolar structures, and,
in some cases, full polarity reversals.

The results of these dynamo simulations could therefore give the impression
that the magnetic field generation process of the Earth is completely understood.
However, as has been pointed out, e.g., by Busse (2000), the relevance of such nu-
merical simulations for the real Earth core is far from clear. The main obstacle for
realistic numerical simulations is the fact that some of the parameters for the Earth
are presently not attainable in simulations. This concerns, in particular, the Ekman
number E (ratio of rotation time scale to viscous time scale) and the magnetic
Prandtl number Pm (ratio of magnetic diffusion timescale to viscous diffusion
timescale). The Ekman number of the Earth is of the order 10~!3, the magnetic
Prandtl number is of the order 10~°. Present numerical simulations are carried out
with values of E ~ 107® and Pm ~ 0.1, respectively.

1.3. PAST EXPERIMENTS

Until very recently, a notorious problem for the deeper understanding of hydro-
magnetic dynamos was the lack of any possibility to verify numerical simulations
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by experimental results. Taking a glance at realistic numbers of the kinematic
viscosity v and the magnetic diffusivity A, it immediately becomes clear why a
hydromagnetic instability is far from an everyday experience, quite in contrast with
hydrodynamic instabilities. While a typical value of v is 107% m?/s (for water at
20 °C), the value of A for liquid sodium, the best liquid conductor, is 0.1 m?/s.
That means, to get a hydrodynamic instability with a critical Re of, say, 100 the
product of length and velocity scale has to be Lv = 10~* m?/s which can easily
be achieved, whereas it takes a product of Lv = 10 m?/s for the corresponding
hydromagnetic instability to occur. It is this large product which makes laboratory
dynamo experiments so expensive. If there were a liquid metal available with a
magnetic diffusivity of the order 10~® m?/s one could produce a nice toy dynamo,
with some fixed lamps on it which would light up when the liquid metal inside was
shaken in an appropriate manner.

The first laboratory experiment which deserves to be called a homogeneous
dynamo, although not a fluid dynamo, was carried out by Lowes and Wilkinson
(1963, 1968) in the 1960s. The set-up consisted of two iron cylinders rotating about
perpendicular noncrossing axes in a solid block of the same iron. Indeed, self-
excitation of a magnetic field was observed when the rotation rate of the cylinders
had crossed a critical value. The high value of magnetic permeability (i« ~ 1501¢)
of the materials used made it possible to reach self-excitation at a reasonably low
rotation rate. At the same time the whole phenomenon was controlled by ferromag-
netic nonlinearities (remanence of magnetic prehistory, etc.). Needless to say, the
most interesting back-reaction effects of the Lorentz forces on the fluid velocity
field could not be investigated in such a solid body model.

As one of the first dynamo-problem-related liquid metal experiments, the work
of Lehnert (1957) has to be mentioned. In a vessel containing 58 litres of rotating
liquid sodium the important poloidal — toroidal magnetic field transformation was
demonstrated. By the way, it seems that in Lehnert (1952) the first deduction of the
magnetic Reynolds number was presented.

Inspired by the achievements of mean-field magnetohydrodynamics (Steenbeck
et al., 1966; Krause and Ridler, 1980), there were considerable activities in the
1960s concerning an experimental observation of the a-effect. In a simple ex-
periment it was demonstrated by Steenbeck et al. (1967) that, in a sodium flow
through two helically linked copper ducts, an electric potential difference parallel
to an applied magnetic field arises which is proportional to the squared sodium
velocity. It must be considered as the initial Riga experiment on the subject of
the dynamo. In the same year, Gailitis (1967) proposed an experiment with 12
x 12 spin-generators with the intention to simulate the o>-dynamo. Later quite a
similar model became famous under the synonym Roberts—Busse dynamo as it was
the basis for the Karlsruhe dynamo experiment described by Stieglitz and Miiller
(2001).
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For a comprehensive survey of the past and present dynamo experiments and a
discussion of their differences we refer the reader to the review paper by Gailitis et
al. (2002c¢). In the following we will focus on the Riga dynamo experiment.

2. As Large as Necessary, as Small as Possible

Concerning the expectations about the necessary dimensions of a laboratory dy-
namo experiment, it is historically interesting to quote Steenbeck (1975) who wrote
“...that remarkable effort would be necessary for such an experiment — a vessel
with approximately 10 m* of liquid sodium and with a pump rate of not less than
10 m?/s”. In the following we will see how those envisioned dimensions were re-
duced to 2 m? and 0.7 m?/s, respectively, based on the mathematical consideration
of concrete dynamo models.

Only one year later (Gailitis and Freibergs, 1976) the threshold for the convec-
tive instability in a helical MHD dynamo (Ponomarenko, 1973) was found. The
calculated critical value Rm = 17.7 (at the optimum relation of axial to azimuthal
velocity components) pointed to considerably lower flow parameters. The value
was not changed very much when the model was modified by introducing a coun-
terflow (Gailitis and Freibergs, 1980). However, by means of this counterflow the
model was brought closer to experimental reality, the convective instability was
transferred into an absolute one, and self-excitation was made possible in a finite
length model.

Under the guidance of two of the authors, a forerunner of the present Riga
dynamo experiment was carried out in St. Petersburg (Gailitis et al., 1987, 1989).
Due to the occurrence of mechanical vibrations, this experiment had to be stopped
before magnetic field self-excitation was reached. Nevertheless, it was possible to
collect data on the amplification of an external seed field by the dynamo which
gave some indication of the value of the critical magnetic Reynolds number which
was in surprisingly good agreement with theoretical predictions from the above
models.

2.1. FINE-TUNING A HUGE MACHINE

The Riga dynamo experiment is the technical realization of what could be called an
“elementary cell” of all hydromagnetic dynamos: a screw motion. The main idea
traces back to the paper of Ponomarenko (1973) who considered magnetic field
self-excitation caused by the screw motion of an electrically conducting solid body
within a medium, at rest, with the same conductivity.

As mentioned, an important modification of the original Ponomarenko model
which turns the convective instability of this model into an absolute instability is the
addition of a coaxial back-flow. In principle, this arrangement would be sufficient
to build a dynamo. However, it is useful to add a third co-axial cylinder containing
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sodium at rest. This part makes electric currents close in a larger volume which
results in a decrease of the Ohmic losses.

The magnetic field that can self-excite in such a flow configuration rotates about
the vertical symmetry axis in the same direction as the rotational component of the
flow, but much slower. This rotation produces, at a fixed position, an alternating
magnetic field. Note that this field rotation in the considered case follows from
the linear, kinematic dynamo theory. Hence, it has more in common with the solar
magnetic cycle than with the chaotic field reversals of the Earth which are believed
to be due to non-linear effects.

Making a reasonable assumption about the relative costs for the construction
and operation of the experiment, Gailitis (1989, 1996) optimized the main geomet-
ric relations of the facility, i.e., the pitch of the screw motion and the relation of the
diameters of the three cylinders to each other as well as to the length of the system.
The whole facility is sketched in Figure 3.

Based on this preliminary optimization, a water dummy facility with basically
the same size and geometry as the later sodium facility was installed in order to
carry out hydraulic pre-experiments. A very important point was to ensure the
mechanical integrity of the system under the strong mechanical strains which are
inevitable for this kind of experiment. A lot of effort has been put into vibrational
measurements using this water facility and into numerical simulations of the inter-
action between the fluid and the walls in order to prevent any dangerous situation
from occurring (Altstadt, 1997).

2.2. TAILORING VELOCITY PROFILES

After having fixed the main geometry of the facility it was necessary to optimize
the velocity profiles in order to ensure that self-excitation occurs within the limited
power resources. As in an air test after the 1987 experiment (Gailitis, 1992), the first
velocity measurements in the water dummy facility had revealed velocity profiles
quite different from the solid body rotation profile which was supposed in most
underlying numerical investigations of Ponomarenko-like dynamos. The azimuthal
velocity was concentrated near the axis, and decreasing outwards. While the critical
Rm for the solid body rotation profile was calculated to be approximately 18 (for
the absolute instability) the corresponding number for the measured profiles turned
out to be 31. However, the available power resources of about 120 kW allowed
only a maximum Rm of approximately 23 to be reached. In a long iterative pro-
cess involving theoretical and numerical profile optimization (Stefani et al., 1999),
pump design and velocity measurements using the water dummy facility (Christen
et al., 1998), it was possible to tailor velocity profiles which we considered to be
suitable for magnetic field self-excitation. To achieve this goal, vane arrays were
inserted in front of, and behind, the propeller. The last velocity measurements at
the Riga water dummy facility had revealed, for a rotation rate of 2000 rpm, an
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0.8 m

Figure 3. The central module of the Riga dynamo facility. Main parts are: 1, Propeller; 2, Helical
flow region; 3, Back-flow region; 4, Sodium at rest; 5, Thermal insulation; F, Position of the fluxgate
sensor; H1 ... H6, Positions of the Hall sensors. The right hand side shows the seed field coil which
must be imagined to be wound around the central module. This coil was mainly used in the subcritical
regime to study the amplification of an applied magnetic field. The direction of rotation of the field
around the vertical axis can be adjusted by two different settings of the 3-phase current in the coils
A, B, and C.

axial velocity of about 15 m/s at the centre of the inner cylinder and an azimuthal
velocity of about 9 m/s close to the innermost wall.

In connection with these preparations, a 1:2 water model of the hydraulic part
of the dynamo was build at the Technical University of Dresden. Using Laser-
Doppler-Velocimetry, this model allowed the mean velocity fields and the turbulent
fluctuations to be studied in more detail than in water tests of the real facility.
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Figure 4. Velocity profiles measured with a 1: 2 water test model at the Dresden University of Tech-
nology (Christen, 2000). Apart from an overall scaling factor of approximately 2, the flow profiles
can be considered as equivalent to the real flow at the Riga sodium facility. Measured mean axial
(a) and azimuthal (b) components at different distances from the propeller, and the corresponding

fluctuations v/ = v/ {(Av)2)(c) and (d).

Figure 4 shows the axial (a) and the azimuthal (b) velocity profiles and the
corresponding fluctuations (c, d) measured in the central tube of this 1:2 water
model. The velocity profiles differ significantly from the solid body rotation pro-
files. Nevertheless, in numerical simulations such profiles give dynamo action more
easily than for solid body profiles with the same flowrate and angular momentum.
Apart from an overall scaling factor, these profiles can be considered as reasonable
approximations of the flow in the real sodium facility. As turbulence is less than 10
per cent of the mean flow, its influence on the generation conditions was estimated
to be negligible.

3. From Self-Excitation to Saturation

It is quite usual in dynamo theory to divide the models considered into kinematic
models and dynamically consistent (or MHD) models. In the former, the fluid ve-
locity is considered as given. In the latter, the magnetic field, after having grown
exponentially in an initial phase, acts back on the flow by virtue of the Lorentz
forces. The dynamo experiments carried out at the Riga sodium facility followed
exactly this scheme. In the first experiment in November 1999 a positive growth
rate of the magnetic field was reached, but only barely (Gailitis et al., 2000). The
study of the back-reaction took place in a second series of experiments in July
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2000 (Gailitis et al., 2001a). More details of the experiments have been published
(Gailitis et al., 2001b, c, d, 2002a, b).

3.1. NOVEMBER 1999

A first series of experiments was carried out from 6-11 November 1999. After
having filled the whole dynamo module, sodium was pumped slowly through the
channels at 300 °C for 24 hours in order to ensure good electrical contact between
the walls and the sodium. For the understanding of the following it is useful to
outline the original schedule for this experiment. The main experiment was planned
at a temperature of about 150 °C. During cooling down from 300 °C to 150 °C, two
pre-experiments were planned at 250 °C and 200 °C. At 250 °C, self-excitation was
not expected to occur. At 200 °C this question was open. Unfortunately, after the
last run at about 210 °C the experiment had to be stopped due to some technical
problems with a seal.

The main purpose of these pre-experiments was to test the response of the dy-
namo to an externally applied magnetic field which was produced by seed field
coils fed by a 3-phase current of any desired low frequency. This seed field coil,
which is shown on the r.h.s. of Figure 3, produces a three-dimensional, rotating
magnetic field quite similar to the expected eigenfield of the dynamo.

Figure 5 shows the inverse relation of the measured magnetic field to the applied
current in the seed field coils for a feeding frequency of 1 Hz versus the rotation
rate of the propeller. The squares and crosses correspond to two different settings
of the 3-phase current in the seed field coils A, B, and C (cf. Figure 3) with respect
to the propeller rotation. An increasing amplification of the seed field can clearly
be identified until a rotation rate of 1800 rpm. Above this value, the amplification
decreases slightly which has to do with passing by the eigenfrequency, i.e., the
rotation rate of the magnetic field eigenmode, of the dynamo. Note that all points
in Figure 5, except the rightmost cross, correspond to very clean sinusoidal signals
of the same 1 Hz frequency as the seed field. In this regime, there is strong amp-
lification without self-excitation. When switching off the current in the seed field
coils, the magnetic field decays.

Figure 6 shows, for a period of 3 seconds, such a field decay as recorded by
the six Hall sensors H1-H6 (cf. Figure 3) at a rotation rate of 1980 rpm. From the
curves one can infer a decay rate of p = —0.3 s~! and a frequency of f = 1.1 Hz.
The observed amplitude and phase relations at the different sensors were in good
correspondence with the predicted magnetic field structure.

After having identified a decaying mode by its well defined features decay
rate, frequency, and phase relation, we now come back to the rightmost cross in
Figure 5. At this rotation rate (2150 rpm), the fluxgate sensor recorded a new sort
of signal which is shown in Figure 7. This signal can be decomposed, with a high
statistical significance (Gailitis et al., 2000), into the usual amplified 1 Hz signal
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Figure 5. Magnetic field amplification depending on the propeller rotation rate for a seed field fre-
quency f = 1 Hz. The ordinate axis shows the inverse relation of the measured magnetic field to the
current in the seed field coils. Squares and crosses correspond to two different settings of the 3-phase
current in the seed field coils with respect to the propeller rotation. At the highest rotation rate of
2150 rpm, self-excitation occurred, in addition to the amplification of the seed field.
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Figure 6. Magnetic fields measured at the Hall sensors H1 ... H6 (see Figure 3) outside the dynamo
module, after switching off the coil current. The rotation rate was 1980 rpm. The amplitude and
phase relations between the different points are in good correspondence with the predictions from
kinematic dynamo theory.

and another signal with a frequency of f = 1.326 Hz and a positive growth rate of
p=+0.03s""

Our interpretation of the signal shown in Figure 7 is that it is a superposition
of two independent magnetic field modes which are clearly identifiable by their
frequencies. Of course, in order to explain the initial amplitude of the 1.3 Hz mode
one has to consider that during the last acceleration phase (before the rotation rate
had reached the maximum of 2150 rpm) a mixture of frequencies was born out
of the 1 Hz mode due to the time dependence of the velocity. After this acceler-
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Figure 7. Magnetic field signal recorded by the fluxgate sensor at the highest rotation rate of 2150 rpm
(above). Decomposition of the signal into two modes with different frequencies (below).

ation phase, however, the mixture of modes evolved in agreement with kinematic
dynamo theory: the 1 Hz mode continued to be amplified, and all modes with
different frequencies showed the usual exponential time dependence. All but one
modes were decaying. Only the mode with the eigenfrequency of the dynamo at
the rotation rate reached survived and continued to grow exponentially.

At this point we mention that the two growth rates and the two frequencies
measured in the November experiment fit smoothly into the data which were meas-
ured in the July experiment (Figure 10). This correspondence gives strong support
for our interpretation.

3.2. JuLy 2000

In July 2000 it was possible to work at considerably lower sodium temperatures
(around 160 °C), hence at higher Rm (due to the temperature dependence of the
electrical conductivity). Figure 8 gives an overview of the four experimental runs
which were carried out from 22-25 July 2000. Shown are the rotation rate as well as
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Figure 8. Four experimental runs in July 2000. Rotation rate of the motors, and oscillatory part (any
DC-part has been filtered out) of the magnetic field measured at Hall sensor H4 (cf. Figure 3). The
periods with external excitation are marked with rectangular bars. First test run at 210 °C without
self-excitation; the recorded field is the amplified field of the seed field coils (a). In (b) and (c)
there are periods with and without a seed field. The larger amplitude signals are recorded during
self-excitation. In (d) the seed field coils were switched off during the whole run. Note the different
ordinate scales between (a) and (b)—(d).

the oscillatory part of the magnetic field signal recorded at the selected Hall sensor
H4 (cf. Figure 3). Figure 8a illustrates the first run at a temperature of about 210 °C.
Intended mainly as a test, this run was carried out completely in the subcritical
regime; the signal shown is therefore always the amplified 1 Hz signal of the seed
field coils. The next three runs were carried out at temperatures around 160 °C.
Figures 8b and 8c contain periods with and without the seed field. Perhaps the
clearest run is documented in Figure 8d where no seed field was used at all. Here it
is shown how the signal “emerges from nothing” after the rotation rate has reached
a critical value (approximately 1920 rpm) and how the field amplitude saturates at
levels dependent on the rotation rate.

Some more details from the start and the end of this run are depicted in Figure 9.
The first interesting detail here is how the Earth’s magnetic field is “pushed out”
of the dynamo when the rotation rate runs from 500 to 1000 rpm (a) and how it
is “let in” again when the rotation rate is decreased at the end of the run (d). This
behaviour is nothing other than the usual skin effect. The vertical component of the
ambient magnetic field is seen to be a bit less than 0.1 mT which is higher than one
would expect from geomagnetic data. Note, however, that the dynamo facility is
inside a steel-concrete building and that it is mounted on a frame made of custom
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Figure 9. Details of the magnetic field measurement for the run shown in Figure 8(d). The pushing
out (a) and “letting in again” (d) of the Earth’s magnetic field, and the beginning of the self-excitation
(b), and details in the saturation regime (c) on an expanded scale, are evident. Data for (a), (b), (d)
are from the flux-gate sensor, data for (c) are from the Hall sensor H4 (cf. Figure 3). Note that the
convention for the direction of the z-axis used here is reversed to the direction in the remaining text.

steel (the very dynamo module is, of course, made from austenitic, non-magnetic
steel).

The most interesting details are the self-excitation of a rotating magnetic field
which starts at t = 130 s (b) and the magnetic field evolution within the saturation
regime (c).

From the experimental runs documented in Figure 8, many data concerning
growth rates, frequencies, phase relation, and saturation levels were collected.

4. Experimental Data and Their Interpretation

In the following we compile the most important experimental data of the November
and July experiments, and present a preliminary interpretation of them.

4.1. EXPERIMENTAL DATA

Let us start with the dependence of the growth rates and frequencies on the rotation
rate. Figure 10 shows the measured data together with the numerical predictions.
In order to assess the quality of these predictions they should be described in more
detail. Basically, the predictions are the outcome of 2D calculations using a time-
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Figure 10. Measured growth rates p and frequencies f for different rotation rates in the kinematic
and the saturation regime, compared with the numerical predictions. Note that the measurements
presented are made at different temperatures 7', hence at different electrical conductivities o (T)
of sodium. To have a common reference temperature we use the scaling rules of the induction
equation and scale the rotation rate 2 as well as the growth rate p and the frequency f to
(g, ps, fs) = o(T) /o (157°C)(Q(T), p(T) f(T)). The full lines show the numerical predictions
for pg and f; made with a 2D code which, however, does not take into account the less conducting
stainless steel walls. The dashed lines show the predictions which are corrected by 1D simulations
incorporating the effect of the walls.

dependent finite-difference solver for the induction Equation (2) in a finite cylinder
geometry (Stefani et al., 1999). Note that the effect of the finite thickness of the
(non-magnetic) stainless steel inner walls was not included in this code. However,
it was known from 1D calculations (Gailitis, 1996) that the overall effect of the
walls amounts to an increase of about 8 per cent for the critical magnetic Reynolds
number. The corresponding correction, as it results from 1D calculations, is imple-
mented in the curves “p corrected” and “ f corrected”. Remarkably, the measured
growth rates are met perfectly by this correction, whereas the very small frequency
correction cannot explain the deviation from the measured frequencies.

Concerning the input data base for these computations, it should be mentioned
that the velocity inside the dynamo module was not very accurately known. In the
water dummy channel the velocity was measured at six different heights along the
z-axis and was therefore quite well known. When the final stainless steel construc-
tion for the sodium experiment was tested with water the velocity was measurable
at only two positions (approximately at 1/3 and at 2/3 of the total tube length). With
sodium no velocities have been measured up to the present. Therefore, the velocity
inside the tube is not very precisely known.

In view of all these uncertainties, the correspondence of the measured data with
the predictions in Figure 10 is quite surprising. The corrected prediction curve for
the growth rate fits very well to the measured values. Concerning the corrected pre-
diction for the frequency, there is an overall shift of the measured values of less than
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Figure 11. Measured motor power in the kinematic regime and the saturation regime as a function of

the rotation rate 2. The dashed line represents an Q3-fit to the data in the field-free regime. In the
saturation regime, an excess power of the order of 10 kW is visible.

10 per cent towards lower rotation rates. For both growth rates and frequencies, the
slopes of the curves are in good agreement with the predictions.

Most of the data in the kinematic regime were recorded when the excitation was
switched off and the decay of the magnetic field was observed. The few points with
positive growth rate correspond to the starting phase of self-excitation when the
saturation regime had not yet been reached. In Figure 10, there are also some data
points which were taken within the saturation regime. It is interesting to observe
that the frequency in the saturation regime is not very different from what would be
expected from simply extrapolating the kinematic regime, whereas the growth rate
in the saturation regime is naturally zero. This is a surprising fact which indicates
that there must be a significant deformation of the fluid velocity apart from an
overall pressure increase due to the axial Lorentz force.

As for this pressure increase, we have measured the motor power which is
needed to maintain a certain rotation rate. Figure 11 shows the power for the
field-free and for the saturation regime as a function of the rotation rate 2. In
the field-free regime we find the usual ©*-dependence which is well-known in
hydraulics. In the saturation regime the power consumption is greater than the
Q3-fit by approximately 10 kW. This is the excess power which the motor has
to provide in order to overcome the additional pressure due to the Lorentz forces.

Let us consider now Figure 12 where, for three of the Hall sensors, the de-
pendence of the magnetic field saturation amplitude on the rotation rate is given.
Evidently, this dependence is not homogeneous along the z-axis. For a higher ro-
tation rate, there is a remarkable shift of the field maximum towards the pump
region.
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Figure 12. Measured magnetic field levels at the Hall sensors H2, H4, H6 (see Figure 3) in the
saturation regime. The lines are fit curves of the form ~ (2, — 1940 min_l)‘3 with 8 = 0.417 for
H2, g = 0.275 for H4, B = 0.216 for H6. The temperature corrected rotation rate €2 is related to the
measured rotation rate Q via Q.(T) = o(T) /o (157 °C)Q2.

4.2. A SIMPLE MODEL OF BACK-REACTION

Even without having carried out a fully non-linear simulation of the saturation
regime, we can attempt to understand the essential features of the back-reaction.
Consider, for the sake of simplicity, only the Lorentz force terms without angu-
lar dependence (there are also terms proportional to exp(2i¢) resulting from the
excited magnetic field which is proportional to exp(i¢). It is conceivable that the
axial and the radial components of this force are, to a large extent, absorbed into
pressure resulting in a motor power increase. The angular component of this force,
however, cannot be absorbed into pressure and is therefore constrained to brake the
angular velocity component.

One may now ask if such an accumulating braking of the azimuthal velocity
component could be responsible for the two non-trivial saturation effects, namely,
the fact that the frequency (quite in contrast to the growth rate) seems to be gen-
erally unaffected by the back-reaction, and the field maximum shift towards the
pump.

For this purpose we consider a simplified model of back-reaction, including
only the azimuthal component of the Lorentz force and its influence on the azi-
muthal velocity component. We start our simulation with a partly measured, partly
interpolated velocity field. The azimuthal component v of this unperturbed velo-
city is depicted in Figure 13a (for all the following plots we concentrate on the
central parts of the inner tube and the back-flow tube). We use the kinematic 2D
solver in order to compute the magnetic field structure and the Lorentz forces res-
ulting for this unperturbed flow. The magnetic field strength is fixed in such a way
that the power increase due to the action of the Lorentz forces reaches the measured
value of 10 kW. Using a linearized and non-viscous version of Equation (4), the
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Figure 13. Effect of the Lorentz forces on the azimuthal velocity within the central parts of the inner-
most cylinder and the back-flow cylinder. Original azimuthal velocity vy (a), velocity perturbation
dvy (b), and total velocity vy = vy + dvg ().

azimuthal component of the Lorentz force is then used to compute the perturba-
tion dvy (Figure 13b) and the total azimuthal velocity component vy = Vg + Svg
(Figure 13c).

We see that the braking effect is accumulating downward, reaching approx-
imately 1.2 m/s at the bottom, which is 10 per cent of the unperturbed flow.
In the back-flow tube, the accelerating effect is accumulating upward, reaching
approximately 0.6 m/s at the top.

The resulting perturbed velocity vy can now be put again into the induction
equation solver in order to see the effect on the magnetic field structure and the
eigenvalue. It turns out that the perturbed velocity indeed leads to the measured
shift of the eigenvalue and to the observed upward move of the magnetic field
structure. The latter is illustrated in Figure 14, where the measured and the numer-
ically computed magnetic field amplitudes are shown for both the kinematic and
the saturation regime.

Of course, these considerations have to be supported by more sophisticated
back-reaction simulations. Nevertheless, our back-reaction model gives the first
reasonable estimate for the basic mechanism of magnetic field saturation in the
Riga dynamo experiment.



THE RIGA DYNAMO EXPERIMENT 265

08 | 10.08

. {0086

06 | *

0.4

B, [mT) (saturation)
B, [mT] (kinematic)

Simulation (kinematic)
Measured (kinematic) +
02} Simulation (saturation) - 4 0.02
Measured (saturation) K

0 . : - ' . 0
4 05 0 05 1

z(m]

Figure 14. Measured and simulated magnetic field profiles at the Hall sensors. The values in the
kinematic regime were taken at a rotation rate of 1945 rpm at the time 210 sec (the very beginning
in Figure 8d). The values in the saturation regime are for a rotation rate of 2100 rpm.

5. Conclusions and Prospects

The complementary experiments in Riga and Karlsruhe (Stieglitz and Miiller,
2001) have just opened the door into the experimental branch of dynamo science.
While in the Riga facility a magnetic field is produced that rotates and varies spa-
tially on the same scale as the generating flow, the field in the Karlsruhe facility is
basically a constant one whose large scale part is fed by the small scale flows in
the 52 spin generators used.

With respect to the large effort which was necessary to make these experiments
run, the expense in carrying out additional experimental runs will be relatively
low. Evidently, the Riga experiments have shown already interesting and non-
trivial back-reaction effects. Although the power resources are not very large it
will be interesting to study these effects in great detail in order to understand this
paradigmatic case of magnetic field saturation. In order to do that, much numerical
work will be necessary. In addition, measurement of the velocity changes due to
the back-reaction would be very desirable.
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