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Abstract

Developing advanced robotics applications is now facing the safety issue for
users, the environment, and the robot itself, which is a main limitation for
their deployment in real life. This safety could be justified by the use of
dependability techniques as it is done in other safety-critical applications.
However, due to specific robotic properties (such as continuous human-robot
physical interaction or non deterministic decisional layer), many techniques
need to be adapted or revised. This paper reviews the main issues, research
work and challenges in the field of safety-critical robots, linking up depend-
ability and robotics concepts.

Keywords: Dependability, safety, collaborative autonomous robot

1. Introduction

Even if fictional fantasies are still far from real robots, technological im-
provements make them approaching reality. Technical development of the
functions of such systems is a crucial issue, but if we plan that some of these
fantasies come to reality in next decades, another issue can be raised, which
is what is our confidence in such systems? A major contributor for this con-
fidence is the justification of achieved safety. It has already been a main
challenge in critical applications, like ground transportation, aeronautics or
nuclear applications, the deployment of which has relied on a corpus of de-
pendability means, as defined by [1]. Safety will obviously be a core challenge
for robots deployment as well. Nevertheless, even if such systems actually
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belong to more general classes of systems such as embedded or cyber-physical
systems, the collaborative and autonomous abilities induce important issues
in the application of dependability techniques.

Dependability, and more specifically safety, has become a major challenge
in robotics research projects. For instance, several recent European projects
consider safety as the main challenge of human-robot cooperation like [2, 3, 4,
5] or as a key objective together with maintainability in [6, 7, 8, 9]. National
projects such as [10] in the UK, [11] in Germany, [12] in the USA, and
dedicated research teams (e.g., [13] in USA) or institutes (e.g., [14] in Japan)
also focus on robot reliability and safety. Although many work in the robotics
community focus on robot functions linked with safety (e.g. intrinsically safe
robot1 [15], actuators compliance [16, 17, 18], collision avoidance control or
human aware motion [19]), we focus in this survey on work which addresses
safety of robotic abilities by considering dependability means such as fault
avoidance and treatment techniques. By safety, we will not only consider
human integrity, but also the environment or the robot itself integrity.

We first introduce in Section 2 the context of our survey, i.e. abilities
of considered robotic systems, such as autonomy and interaction, then some
examples of induced hazards, and current European robotic safety standards.
Then, we present a survey on dependability means for such robots in Sec-
tion 3. Section 4 provides a selection of main challenges in the field of safe
robots and Section 5 concludes this survey.

2. From industrial to advanced robots - New hazards

Among the large diversity of robotics applications and their associated
social and ethical issues [20], safety is not a new concept. It has been studied
for years in manufacturing applications, particularly for industrial robots.
But the emergence of advanced robots with new abilities, such as decisional
autonomy and physical interaction with humans, forces consideration of haz-
ards that did not exist in traditional industrial robots. Table 1 presents a
comparison between industrial and advanced robotics. The distinguishing
characteristics in terms of autonomy and collaboration, as well as the in-
duced new hazards, are detailed in the subsections below. We then discuss
the status of safety standards with respect to advanced robots.

1See for instance, products such as the LWR LightWeight Robot III commercialized by
KUKA, or UR5 from Universal Robots
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Industrial
robotics

Advanced
robotics

New hazards examples

A
u

to
n

o
m

y

Robot control Automatic Decisional autonomy Hazardous decisions

Workspace Structured
Non-structured (un-
certainties)

Adverse situations / uncer-
tainties in perception

C
o
ll
a
b

o
ra

ti
o
n

Motion
No robot motion
in human pres-
ence

Simultaneous motion
(human and robot)

Bad synchronization between
human and robot / Non-
human-legible movements

Human-robot
closeness

Human is far
Human is close /
Physical interaction

Collisions, contact forces too
high

Human-robot
communication

Remote device
Advanced interaction
(cognitive)

Mode confusion / communica-
tion errors

T
a
sk

Mechanical
architecture

Heavy / Stiff /
Powerful

Light / Compliant /
limited power (“in-
trinsically safe” [15])

Precision hazards / energy
storage due to compliance

Task complex-
ity

Mono-function Multi-functions Safety rules not adapted (di-
verse and evolving rules)

Table 1: Core properties of industrial and advanced robotics, and examples of induced
hazards

2.1. Autonomy and collaboration

Autonomy is made possible by the introduction of a decisional software
layer in the robot architecture. Such a layer exists in service or field appli-
cations, and in robotized systems like UAVs (Unmanned Aerial Vehicles),
spacecraft, or self-driving cars. These systems are able to act deliberately re-
garding their mission, in diverse environments (referred as “non structured”
workspace in Table 1). It exists a wide range of degrees between what we can
call automatic systems (automatic control for industrial robots in Table 1)
and fully autonomous systems (see the 11 levels in the European SPARC
roadmap [21], 3 in [22], or 5 for vehicles in the USA roadmap [23]). Neverthe-
less, in this survey, we mainly use a basic automatic/autonomous dichotomy,
without intermediate degrees. Cases where the degree of autonomy may im-
pact the applicability of a dependability technique are discussed specifically
in Section 3. Technically, these degrees of autonomy may be implemented in
a variety of robotic architectures. Figure 1 presents the well-known abstrac-
tion into three layers:

Decisional layer : It receives objectives from another system, or an oper-
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Physical Environment

Autonomous System

Decisional layer

Executive layer

Control/Functional layer

Hardware

Objectives

Figure 1: A three layer architecture for decisional autonomy

ator and generates some plans according to an abstract representation
of the system and its environment. Functions for deliberation (e.g.,
planning, learning or goal reasoning [22]) are usually based on knowl-
edge specific to the application domain (such as heuristics or an envi-
ronment model) and an inference mechanism used to solve problems
by manipulating this knowledge. Execution time is not guaranteed
and outputs/results are not deterministic. The use of heuristics is not
guaranteed to be optimal or perfect, but sufficient to find solutions.

Executive layer : It converts plans sent by the decisional layer, into prim-
itive functions for the functional level.

Control/Functional level : It is in charge of feedback control loops cou-
pling sensors to actuators, of perception facilities and trajectory com-
putation.

Removing the protective fences around robots, led to the development of
human-robot interaction, where human and robot share task execution and
may interact to synchronize their actions. As presented in Table 1, such a
collaboration is based on human robot closeness (far for industrial robots,
and physical Human Robot Interaction - pHRI - for advanced robots), on
communication means (remote devices or cognitive signals such as voice or
posture) and on simultaneous motion of the robot and the human. We pro-
posed in the PHRIENDS project [2] to use an interaction classification [24]
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mixing the closeness and motion properties of Table 1 (for medical robots,
defined as active medical devices, such a classification is given in the Euro-
pean Directive 93/42/CEE [25]):

Far : no pHRI possible, human and robot are not sharing the same workspace;
a direct physical contact should be not possible.

Close : accidental pHRI possible, human and robot are sharing the same
workspace. Since the human is within the robots reach there is a risk
of unwanted, potentially harmful physical contact.

Touching without simultaneous movement : pHRI only takes place
when the robot stops, the robot shares its workspace with the human.
Both are simultaneously moving through the workspace, but physical
contact with the moving robot is avoided.

Touching with simultaneous movement : pHRI possible and intended,
the robot shares its workspace with the human. Both are moving si-
multaneously and physical interaction is possible and intended.

Supporting : continuous pHRI, physical interaction occurs continuously
over extended periods of time

It is important to note that this classification adresses human safety,
which is the main concern when dealing with collaborative robots. Never-
theless, we also consider in this survey any technique that improves safety
for the environment and the robot itself.

Table 2 illustrates a set of possible applications classified according to the
autonomy and interaction abilities. Industrial robots, which are classified as
“far” from users and automatic, are already well-covered by safety standards.
The considered advanced robots in this survey belong to the other classes of
this table.

2.2. Examples of new hazards

Even if industrial robots are still a source of accidents (see the fatal acci-
dent with an industrial robot on a Volkswagen assembly chain in Germany
in July 2015), we focus here on hazards induced by the new properties of
advanced robots presented in Table 1, focusing on autonomy and collabora-
tion.
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Interaction levels

Far Close Touching no
move

Touching
with move

Supporting

Automatic Industrial
robots

Vacuum
cleaners

Education
robots

Therapeutic
aid

Exoskeleton

Decisional
autonomy

Exploratory
robot

Surveillance
robot

Museum
guide

Smart co-
worker

Self driving
vehicles

Table 2: Examples of applications according to the two properties: autonomy and inter-
action

The first and obvious concern when dealing with robot dependability is
about its safety for users due to pHRI. Most work done on harm induced by
robots are biomechanical analyses of human robot contact inducing impact,
crushing, cutting, etc. and associated control loop or actuators for reducing
harm severity (e.g. see [15, 26, 27, 28, 29]). Some results of these researches
are part of ISO/TS 15066, which has been analyzed in [30]. Authors note
that it is still difficult to validate the forces calculation, as the situations
in terms of probability of exposure, and complexity of interaction (human
moving or not, which direction, etc.) are difficult to describe. Even if the
study [31] states that crushing and clamping are the major hazards in robot
cells or collision for personal care robot [32], an important challenge is still
to identify all possible hazards induced by the task and the context.

A lot of work is still on-going in laboratories to deal with hazards induced
by pHRI, but the pragmatic approach for commercialized robotic systems is
still today to remove power and stop the robot to avoid any pHRI with
simultaneous movement. But this is no longer possible in many new robotics
applications (e.g., removing power of a supporting robots may not be safe
during a movement).

Regarding the interaction, and the proximity with users, an example of
a new hazard is a bad synchronization or communication mishap with robot
interface. For instance, the education robot Little Chubby injured a person
during the China Hi-Tech fair in 2016, due to a human error who activated
an unwanted movement. Such an accident becomes possible when the com-
plexity of communication means increases (interpretation of cognitive signals
is an important challenge).

Very few studies are focusing on the impact of the presence of a decisional
software layer on safety. Up to now, in commercialized robotized applica-
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tions, only one fatal accident has been reported due to a bad behavior of the
system: the self driving Tesla car accident in May 2016. In that case, it was
actually the perception and treatment of an unplanned situation which were
responsible of the crash. This accident exemplifies the two major challenges
faced by autonomous robots: the adequate perception of the environment
in spite of sensing uncertainties, and the adequate reactions to unexpected
situations.

Additionally to the intrinsic decisional difficulty, it is also important to
mention the residual faults (bugs) in the software as another source of hazard.
Indeed, when autonomy increases, so does the software complexity and thus
the likelihood that it contains faults.

For instance, [33] presents the implementation of the autonomous museum
tour guide RoboX9 and a study of its failures during five months of operation.
96% of failures were caused by the software components (80% due to the non-
critical human interaction process, and 16% due to the critical navigation
and localization process). Similar conclusions were drawn in [34], which
presents a review on faults detected on 17 robots of the Robocup. Failures
of the mission goal are considered. Software faults in these systems are more
frequent than hardware faults, and belong to operating system, middleware
or robot controller (including localization, or planners). It is still difficult to
find such studies, while they would be an interesting source of information
in order to treat these faults. For instance, [35] argue that the decisional
layer could contain faults both in the inference mechanism itself and in its
knowledge representation but no study presents types and proportions of
such faults.

2.3. Robot safety standards

“Robots have to be safe. But how safe is safe enough?” [36]. In order
to solve this issue, most standards rely on a generic approach based on the
concept of risk defined as the combination of the probability of occurrence of
harm and the severity of that harm [37]. In a risk management process, a
major activity is to identify the hazards defined as any potential sources of
harm, and then to determine the associated risks and their acceptability or
not.

In Europe, in order to commercialize a machine (including an industrial
robot), the only requirement is to get a CE certification following the Euro-
pean Directive on machinery 2006/42/EC [38], which states that a risk man-
agement process should have been realized. ISO standards (e.g., ISO13849
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[39] and ISO12100 [40] for machine safety) are highly recommended as they
give confidence to the regulatory bodies to deliver certification. The generic
standard IEC61508 [41] dedicated to safety-related hardware and software
based on the concept of Safety Integrity Level (SIL) might also be applica-
ble. But due to required physical contact between human and mobile parts
of the robot, such directives or standards are not entirely applicable. The
effort required to attain the highest SILs may also be too important for most
current robotic projects.

Nevertheless, the previous integrity approach (functions are ranked ac-
cording to their failure impact, and development techniques are recommended
according to their rank) is widely adopted in many standards (including
robotics ones). Recently, robotics standards have been released, e.g., ISO
10218:2011 [42, 43] for robots in industrial environment2 and ISO 13482:2014[45]
for personal robots. Dedicated standards for other domains are under devel-
opment (see [46] for collaborative robots, or [47] in the agriculture domain).
The core idea of these standards is to provide domain-specific safety func-
tions, and associated confidence level that should be guaranteed. For in-
stance, the standard ISO13482 [45] provides a list of typical safety-related
functions: emergency stop, protective stop, limits to workspace, speed con-
trol, force control, hazardous collision avoidance. For each function, a Per-
formance Level (PL) is assigned resulting in a set of recommendations listed
in [39] (for software it is mentioned to refer to Safety Integrity Level, SIL,
as defined in IEC61508 [41]). This approach is appropriate when it is pos-
sible to clearly identify and separate the safety functions from the main
robot controller, and when the safety function can obviously switch the sys-
tem in a safe state. Nevertheless, if we consider for instance a manipulator
with allowed human-robot physical interaction, the safety-related function
“hazardous collision avoidance” should be part of the main robot controller.
Indeed perception, decision and reaction features are required to make the
difference between a required interaction and a collision. Hence, the main
robot controller should be assigned to a high integrity level, which might be
too demanding for manufacturers.

Hence, until now, very few robots have been ISO certified. For instance,
the technical documentation of the UR5 from Universal Robots [48] spec-

2In the US, the safety standard ANSI-RIA [44] is an adaptation of ISO 10218:2011
Parts 1 and 2.
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ifies that 15 safety functions have been tested by the TÜV (Technischer
Überwachungs-Verein) in accordance with the “EN ISO 13849:2008 PL d,
and EN ISO 10218-1:2011, Clause 5.4.3”. It is important to note that this
certificate only validates the presence of a safety function (clause 5.4.3), with
PL d (equivalent to the medium level SIL 2 in IEC61508[41]). This does not
guarantee safety in the context of a given task and environment. Moreover,
in [49, 50, 51], the authors conclude that even if some formal methods can
be efficiently applied to autonomous systems, it is not sufficient to build a
safety argumentation to obtain certification.

A safety culture and widely accepted methods for certification of robots
are laking, and it is particularly true for autonomous or collaborative robots
in many application domains. For now, many manufacturers of robotic ap-
plications only use the European Machine Directive to obtain authorizations
for deployment.

3. Dependability means

Dependability is defined in [1] as the “ability to deliver service that can
justifiably be trusted”. It encompasses many attributes, such as reliability,
safety, security, availability or maintainability. Our focus is on safety but
it is interesting to refer to the broader conceptual framework established
for dependability as a whole. This framework is generic, and not domain-
dependent. According to it, the means to avoid service failures that are more
frequent and more severe than acceptable can be grouped into four categories:

Fault prevention : to prevent the occurrence or introduction of faults, in-
cluding techniques coming from system engineering and good practices
from system designing (Section 3.1)

Fault removal : to reduce the number and severity of faults mainly using
validation and verification techniques (Section 3.2).

Fault forecasting : to estimate the present number, the future incidence,
and the likely consequences of faults. It includes risk analysis methods.
(Section 3.3)

Fault tolerance : to avoid service failures in the presence of faults using
redundancy, error detections, etc. (Section 3.4)

This section provides an overview of the use of these means for robotic sys-
tems.
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3.1. Fault prevention

Many good practices for software development could be cited in this sec-
tion. We focus on some major ones, either coming from software engineering
in general (component-based frameworks, model-driven engineering) or com-
ing more specifically from the engineering of safety-critical embedded systems
(dedicated formal languages, coding rules).

In a hierarchical architecture, developers have to deal with heterogeneous
models and abstractions. As in other domains, fault prevention in the soft-
ware of autonomous system is mainly carried out through the modularity
of software components and development tools appropriate to heterogeneity.
Component-based software and modularity first appeared in architectures
such as LAAS [52], RAX [53], CLARAty [54] or IDEA [55]. These layered
architectures can be supported by middleware like ROS (Robot Operating
System) [56, 57], OROCOS [58, 59], or Genom [60, 61, 62]. They provide
reuse facilities, communication functions, and code generation.

Other environments, providing tools for formal specification and verifica-
tion, has also been applied in the context of robotics (see ControlShell [63],
ORCCAD [64] or SIGNAL [65]), but they are based on specific languages,
which are not interfaced with current robotic development tools. Associated
to such tools, model-driven engineering can be used to prevent specification
or design faults. The Robotic Application development Process (RAP) [66]
proposed in the context of the BRICS project [7], is motivated by the absence
of such methods in autonomous software development.

For the implementation phase, it is also possible to rely on coding rules
used in other safety-critical domains. For instance, the MISRA-C [67], which
is a C coding standard originally used in the automotive sector, has been used
in [68] for the development of a mobile robot demonstrator. This standard is
also used by some major robot manufacturers, but as there is no regulation,
each manufacturer may actually define its own coding rules.

3.2. Fault removal

Fault removal aims to reveal, diagnose and remove faults in the considered
system. Revealing faults requires to verify the system either dynamically (run
tests and detect faults through analysis of logs or with a run-time monitor) or
statically (static analysis, model checking, theorem proving). As mentioned
by [69, 70, 71], the classic issues faced by verification in control systems are
exacerbated for autonomous systems, due to an uncertain execution context
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and system reaction. It is also hard to validate a decisional mechanism
regarding it strong dependence on the complete architecture.

3.2.1. Dynamic verification

Testing is the most intuitive way to reveal a fault: a test case is pro-
vided to system inputs, then its outputs are analyzed to determine whether
they are correct, which constitutes the oracle issue. According to [69], for
autonomous systems, “scenario-based testing provides a very limited cover-
age”. Indeed, its role is often limited to debugging rather than thorough
validation the system. Especially in the case of research platforms, devel-
opers check correct execution of the system for few scenarios. This issue of
test coverage for autonomous robots is also discussed as situation coverage
in [72]. Intensive testing was however carried out on the RAX architecture
for the DS1 project [73]: six test benches were implemented and used for
600 tests. The authors underline the relevance of intensive testing, but ac-
knowledge particular difficulties regarding autonomous systems, notably to
define suitable test oracles. This oracle issue has been addressed by [74, 75]
where a framework has been developed to generate test cases for robustness
testing of mobile autonomous systems. It is based on a model of system tasks
(represented by UML sequence diagrams) and on an environment model. In
[76], an approach based on genetic mutation is proposed to generate cases to
test collision avoidance between two drones. Considering that the oracle is
based on the estimation of a distance between drones equivalent to collision,
the fitness function is easily implemented. [77] also generate test inputs in-
cluding 2D worlds (map and obstacles), using procedural content generation
as it is done in video games.

Testing robots in the field is costly in terms of time, and can be harm-
ful for the system or its environment (when testing safety for instance), and
is usually performed with a limited set of environmental conditions. Sim-
ulators cope with these issues, by allowing to plug robot controllers into a
simulated mechanical and hardware architecture of the robot in a simulated
environnement (also called software-in-the-loop simulation). Currently, few
simulators are sufficiently generic to integrate every software controller ar-
chitecture, and able to simulate gravity, frictions, and dynamic environment.
We can cite MORSE [78, 79] based on the 3D engine Blender [80], or Gazebo
[81] (see a comparaison in [82]). Most work using those simulators for robotics
aims at testing a function in relatively simple conditions, rather than fault
identification or robustness estimation [83]. Nevertheless, we can forecast
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that such testing campaigns using simulators will increase as it is done to
define world difficulty levels in [84].

Another research direction in dynamic verification is the use of runtime
verification techniques reviewed in [85, 86]. This technique generates an or-
acle from properties (mainly temporal properties), which are specified by
adding code usually into the controller software. Verification is then per-
formed during operational life of the system. Such an approach, used in
cyber-physical systems (e.g., [87], [88]), has been applied by [89] for non
regression testing of planning in autonomous spacecraft.

3.2.2. Static verification

Contrary to dynamic verification, static verification guarantees that all
executions of a system are correct regarding requirements. Nevertheless they
are generally based on a system model, which is an abstraction of the real
system. Static verification encompasses static analysis, theorem proving and
model checking. This latter technique represents most of the work addressing
robotics (see nevertheless [68] for obstacle avoidance algorithm proving for
an autonomous mobile robot).

Model checking consists in the verification of properties of execution
traces (or a reduced set) of a dynamic model (usually a state machine).
Temporal logics, like CTL (Computation Tree Logic), are widely used to
define these properties. In computer science, the main drawbacks of these
approaches is the error-prone modeling step and the model representativity
issue. Tools also suffer from combinatory explosion. Nevertheless, increasing
performance of calculators and algorithms should reduce this limitation.

In the context of the humanoid robot iCub [90] and a mobile autonomous
robot [91], the authors propose to use model checking with an extension
to estimate the probability that the properties are satisfied. Also in the
context of mobile autonomous robots, [92] present an approach to translate
task description of the robot into a formal language, and then verify the
decomposition and synchronization of the controller tasks written in C++,
using the model checker NuSMV.

Static verification of the planners is also an important issue in robotics.
One way to validate a planning model is to define an oracle as a set of con-
straints that characterize a correct plan: plans satisfying the constraints are
deemed correct. Such a technique was used for thorough testing of the RAX
planner during the NASA Deep Space One project [73], and is supported by
the VAL validation tool [93]. Some works [94, 95] in artificial intelligence
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domain have attempted to validate application-specific models by means of
model checking, which usually implies a manual conversion of the model into
the syntax accepted by the model checker. This requires an intimate knowl-
edge of the model checker and it is thus usually carried externally by a formal
method expert, rather than by the system designer. However, some research
has studied how this model transformation can be automated [96]. More
generally, [97] show how planning and verification may contribute to each
other.

Theoretically linked with model checking, the supervisor synthesis was
originally defined in control domain by [98]. Properties to check are com-
bined with a dynamic model of the system in order to synthesize correct-by-
design control software while providing formal guarantees of correctness and
performance. Such an approach has been applied by [99] for programming a
mobile excavation robot, and by [100] for generic mobile robots, in order to
guarantee properties like deadlock absence or data freshness. In [101], the
synthesis of a robot controller taking into account uncertainties in sensing
and actuating has been studied. Another approach, also for autonomous
mobile robots, with completely different technologies is used in [102], where
a robot controller is synthesized using the BIP technology (Behavior, Inter-
action, Priority). This framework is composed of a language and a tool set,
to support a rigorous design, including verification and code generation.

3.3. Fault forecasting

Fault forecasting aims at estimating the cause-consequence chain of fault
occurrence. It encompasses well-known risk analysis techniques usually clas-
sified into two categories :

• Bottom-up: a fault effect on the system is estimated in terms of cause-
consequence, severity and probability, e.g. FMECA (Failure Modes
Effects and Criticality Analysis), HAZOP (Hazard Operability). These
methods are based on the use of tables listing deviations (or failure
modes), their consequences and possible corrective actions.

• Top-down: determination of faults (and their combination) inducing a
given unwanted effect. FTA (Fault Tree Analysis) is used to deduce
and represent with a logical tree the combinations of events (like faults)
leading to an unwanted top event.
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Such methods have been widely used for industrial robots development [103,
104, 105, 106, 107]. However, several challenges appear when applying them
to advanced robots:

• Causality analysis is limited due to the complexity and non-determinism
of the decisional layer.

• Probabilities of some unwanted events (e.g., software failures, human
errors, adverse situations occurrence) are difficult to estimate.

• Hazardous situations may appear in the long term due to a sequence
of decisions, instead of a logical combination of events.

• Uncertainty in perception, heuristics and human-robot interactions may
induce hazardous behavior, which is difficult to analyze with the cur-
rent risk analysis techniques usually focusing on fault propagation.

A few studies in robotics consider these issues. In [108], FMEA and FTA
are applied to a collaborative robot (not autonomous) focusing on the safety-
related functions (emergency stop, etc.) using SIL (Safety Integrity Level)
from IEC61508 [41]. The conclusion is that new approaches are needed to an-
alyze human-robot interactions risks. A similar approach is used for medical
robots by [109], where risk analysis is slightly adapted without taking account
the previous issues. In [110], the system is decomposed into components and
functions, and analyzed using HAZOP for a therapeutic robot. In [111], a
variant of HAZOP for software, SHARD (Software Hazard Analysis and Res-
olution in Design) is used for a mobile robotic platform , associated with a
predefined list of hazardous environmental conditions in the context of mobile
robotics. A method called STPA (System Theoretic Process Analysis [112]),
which provides guidance to users combining guide words and fault models, is
applied to models, based on a process/controller/actuator/sensor represen-
tation. It has been used for several safety-critical systems, including robots
for a telesurgical application[113]. Taking into account the importance of the
environment in mobile robot applications, a specific method is developed in
[114]. This method, called ESHA (Environmental Survey Hazard Analysis),
analyses the environmental hazardous situations that may occur (due to ter-
rain, obstacles, etc.), without taking account the mission, or the robot tasks.
In this paper the authors mentioned that the method HAZOP-UML [115] is
the only safety analysis approach focusing on human-robot interaction. It is
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based on the hazard identification technique HAZOP, coupled with a system
description notation UML (Unified Modeling Language).

Even if all these previous approaches are real improvements, they are still
non sufficient to address the issues of causality, probability, long term devi-
ation and uncertainties analysis presented in this subsection. Association of
several techniques is then proposed in [116] for analyzing autonomous robotic
systems, where hazard list templates and ETBA (Energy Trace and Barrier
Analysis) are combined. This technique starts from an unwanted release of
energy, to infer the causes of this physical event. HAZOP and FFA (Func-
tional Failure Analysis) are used to analyze functions and data flow. Then,
a FTA is performed using the results of the previous techniques. Combining
all these techniques aims at creating a reasonable approach for autonomous
systems analysis, but as mentioned by the authors, further studies are re-
quired to improve applicability to autonomous systems. They also suggest
in [50] to use the safety case approach and the GSN (Goal Structure Nota-
tion) for safety argumentation in autonomous system. This approach has the
advantage to integrate in a single argument all evidences in favor of safety,
which is particularly interesting when no standards are applicable.

3.4. Fault tolerance

Fault tolerance is rarely explicitly mentioned in literature about autonomous
robotic systems, where the concept of monitoring is preferred when referring
to planning (see [22] for a discussion on the subject). Although some tech-
niques for error detection (such as temporal control by a watchdog, model-
based diagnosis monitoring, redundancy and voting) or system recovery (er-
ror containment, positioning in a safe state, and hardware and software re-
configuration) are quite common, we believe that their use is far from being
systematic in robotics. We argue that it is partly because work in robotics
is still focusing on robot function development rather than dependability.
Moreover, fault tolerance increases significantly the cost for the development
in terms of physical space or power autonomy, which are all critical for em-
bedded systems, and a fortiori for robots.

In the SPARC roadmoap [21], the proposed “dependability levels” actu-
ally do not address dependability as a whole, but defines levels of auton-
omy of the robot regarding fault tolerance (e.g. how the system is able to
autonomously manage, even predict, and recover faults). Even if it is an
important challenge, already addressed in other domains like management
of large networked systems [117], it is still not much addressed in robotics.
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Hence, we choose to present several fault tolerance mechanisms in the follow-
ing sections, according to the layer they are implemented in (see Figure 1).

3.4.1. Functional/Control layer

At the functional level, fault tolerance in robotics has been experimented
for actuators, sensors or perception software errors. For instance, [118] pro-
pose to develop dedicated monitors for each software component for mobile
robots, which is also done in [119]. In these papers, timing or reasonableness
checks are performed for hardware and software modules as in embedded
systems, but with robotic specific recovery actions impacting the decisional
level (for instance, reduce the autonomy level of the robot). In [120], data
fusion is used to tolerate perception faults of an autonomous vehicle. This
issue is an important challenge in current applications, and will certainly
increase while mobile robots mix indoor and outdoor tasks. However, most
of the work on perception or localization errors, is not focusing on faults
but rather on managing uncertainties, usually using data fusion. As part of
fault tolerance, error detection has been studied by [121]. They used neural
networks to synthesize error detection components after several nominal runs
(no faults) and failed runs (with injected faults). This work however does
not explore how the system can recover from the detected errors. Works at
this level of architecture may be comparable to the ones in safety-critical em-
bedded systems. Nevertheless, recovery mechanisms at the functional layer
and their consequences on the decisional level are an open issue.

3.4.2. Executive layer

Although [122] for autonomous mobile robots do not explicitly mention
the three-layer architecture, the faults from environment and sensors are
detected and recovered in the layer responsible for action sequencing and
execution. In case of error detection, the corresponding function is executed
in a fall-back mode. Other functions are chosen to deliver the same task or
the level of autonomy is reduced by switching to a tele-operated mode. In
this case, the decisional layer is disconnected.

In [123], a layer has been developed (conceptually close to supervisor
synthesis) to observe events coming from both decisional layer and functional
layer, and to block requests from decisional layer or interrupt execution of
functional modules. Inconsistent requests regarding the environment and
some errors in functional modules are thus covered.
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3.4.3. Decisional layer

Detecting plan execution errors is known in robotics as execution mon-
itoring [124, 125, 126]). These works actually do not focus on faults in the
planner itself but rather on the planner capacity to cover errors coming from
other layers. For instance, in [127], the decision level integrates mechanisms
to deal with environment hazards. The planner has a model of reachable
states, and it checks if safety properties are respected. It computes a dis-
tance between intermediary states and hazardous states. Authors of [128]
point out that the decisional layer may also cover faults in the hardware
layer. Observations and actuator states are compared to a supposed system
state. A belief management system establishes some hypothesis, which are
transmitted to the planner.

Very few papers consider faults of the planner itself. In [129], a measure
for planner reliability is proposed. Theoretical results are compared to exper-
imental ones, showing a necessary tradeoff between temporal failures (related
to tractability of decisional mechanisms) and value failures (related to cor-
rectness of decisional mechanisms). Later work [130] addresses this tradeoff
through concurrent use of planners with diversified heuristics: a quick but
dirty heuristic is used when a slower but more suitable heuristic fails to
deliver a plan in time. [131, 132] propose a fault tolerance approach for tem-
poral planners which are a major class of decisional software components.
This mechanism covers residual development faults in planning models and
heuristics used for a mobile autonomous robot. Recovery from possible errors
is achieved using redundant diversified planning models.

3.4.4. Independent safety monitoring layer

A popular form of fault tolerance dedicated to safety is safety monitor-
ing, through which the functional system is forced to a safe state (recovery)
should some hazardous behavior be detected (error detection) by an external
and independent layer. Safety monitors appear in the literature in robotics
and decisional systems under many different terms: safety manager [133],
autonomous safety system [134], checker [123], guardian agent [135], emer-
gency layer [136] or safety monitor [137, 138]. In [139], safety of a museum
tour-guide robot is managed through several mechanisms like operating sys-
tem exception handling, a redundant monitoring software, and a redundant
monitoring hardware. In most of these works, the specification of the safety
rules is done without any generic method. On the contrary, an approach
based on risk analysis is proposed in [111]. In case of uncertainties or when
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safety rules are not verified, commands to actuators are filtered, or the robot
is stopped. However, the mechanism is not completely independent from
the main controller for observation means, and thus its own system state
representation can be erroneous due to failures of the main controller.

In [140] a complete framework for the generation of these safety rules
taking advantage of the concept of safety margin. It starts from a hazard
analysis, and is based on formal verification techniques to automatically syn-
thesize consistent safety rules. However, considering multi-task robots, safety
rules might change according to the task and also due to long duration of
missions (which might include having to deal with unplanned errors). Hence,
a lot of work should be done in the direction of more flexible and adaptive
safety rules.

4. Challenges for safety-critical advanced robots

As presented in the 2016 roadmaps from USA [36] or Europe [21], a
close objective for collaborative robots is to achieve the commercialization
of systems that can recognize, work with, and adapt to human or other
robot behaviors in an unstructured environment (e.g. construction zones or
newly configured manufacturing cells). The objectives in these roadmaps
for autonomous vehicles or mobile robots is to develop systems capable of
moving in any environment in which humans can be and to be able to learn on
their own how to move in previously unseen scenarios (e.g., extreme weather,
sensor degradation). It is of course implicit that such services should be
delivered with a justified level of confidence, i.e., with an acceptable level of
dependability including safety.

To achieve such an objective, important efforts should be done in several
directions. Focusing on safety, we extract from the previous sections the
following ones:

Modeling and simulation for safety analysis This vast field is a key is-
sue in safety assessment in robotics. For instance, model-based safety
analysis will allow analysis at the first steps of development and might
thus have a great impact on the system design. The development of
simulators integrating more accurately physical phenomena, and able
to test the robot software, is also important in order to promote and
increase testing methods.
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Formal methods for verification Verification of robot controllers is a real
challenge, as many techniques used in embedded systems are hardly
applicable due to the decision layer in autonomous architectures. For
instance, verification of planners using formal methods is still an open
issue.

Correct-by-construction control and planning Besides verification, we
also point out the area of supervisor synthesis, which should lead to
more confidence in the software of the controllers. Some works are on
progress, but usually focusing on the functional layer, and not on the
decisional one.

Identification of hazardous situations Hazardous situation perception
and identification can be really complex for autonomous collaborative
systems. The integrity of perception and identification mechanisms is
still an open issue, particularly for robots that may evolve indoor to
outdoor, or in physical interaction with user.

Human-robot interaction models A main issue is the development of
usable human-robot interaction models, in order to perform model-
based risk analysis.

Adaptative safety monitoring Adaptation to extreme conditions, or haz-
ardous situations is of particular interest and an important issue. For
instance, while the system accomplishes its missions, safety rules must
be checked online, and should also change and be adapted according
to the context.

Certification Due to the fact that such systems behavior and environmen-
tal conditions will never be deterministic, applying design standards
(and adapting them) will not be sufficient. New tools to build safety
argumentations for such systems are needed.

5. Conclusion

The tremendous expectations for robotic functionalities should not con-
ceal one major non functional requirement: safety. Even if important work
is ongoing in this field, and new standards on robot safety are published,
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many techniques coming from dependability research and practice should be
transferred and adapted to the robotics community.

As a contribution to develop such approches, this survey has presented
a broad overview of work in robot dependability aiming at increasing safety.
For this, we kept the classical classification of dependability means into fault
prevention, forecasting, removal and tolerance. For each class, we presented
the main objectives and recent work in robotics applications. All along this
survey we identified open issues, from which we extracted a selection of chal-
lenges. We expect these challenges to attract increasing interest in the com-
ing years, in order to allow the safe deployment of robots with advanced
autonomy and interaction abilities. Progress in addressing these challenges
will also be beneficial to other safety-critical fields, such as aeronautics or
transportation, in which the introduction of new autonomy capabilities is
also considered.

This survey is of course not exhaustive, and as robots are now parts of
fleets, connected and integrated in smart workshops, factories or cities, all
issues for safety presented in this survey will just get more complex. It is
also expected that other dependability attributes, such as security, come to
the foreground.
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