
Internship: Learning Robot Navigation 
 
Supervisor: Gianluca Monaci, Naver Labs Europe (gianluca.monaci@naverlabs.com) 

At Naver Labs we are working on the next generation of robot navigation approaches. Robot 
navigation is typically addressed by two types of methods: 

• Classic hand-designed algorithms that use deterministic planners on metric maps 
[MJ2011]. 

• More recent deep learning methods that use image input and are trained in simulated 
environments [SAU+2021]. 

 

 

Figure: A Locobot robot at Naver Labs Europe navigating in a real environment, learning to avoid 
obstacles [SBC+2022]. 

 
Both of these approaches have shortcomings, but for different reasons. Classical algorithms are 
brittle and lack in performance as soon as the situation does not correspond to the simplifying 
assumptions they were designed for. Besides, they have difficulties dealing with perceptual 
uncertainties, mapping and localization errors and dynamic obstacles. Learning based algorithms 
lack in robustness because of the gap between simulations and real physical environments 
("sim2real gap"). Furthermore, they are difficult to inspect and interpret. 
 
Recently, hybrid methods [CGG+2020][CGGb+2020][CSG+2020][DSS+2011] have been emerging 
that aim to combine learned and deterministic planners to achieve robust robot navigation 
policies. However, it is still unclear what is the best way to combine different navigation 
approaches. In this internship we want to investigate and evaluate different strategies to 
implement robust and interpretable hybrid robot navigation methods. The internship will start 
with a focus on methods developed and evaluated in simulation. If time will allow, the developed 
solution will be demonstrated on a mobile robotic platform. 
 
The ideal candidate is rigorous and creative, has good coding skills and familiarity with deep 
learning and robotics. You will join a team of people working on the topic and have access to 
mobile robot platforms and computation resources to experiment with new ideas. 
 
Skills 
- Good knowledge of machine learning and deep learning 
- Good coding skills, especially in PyTorch 



- Familiarity with ROS and robotics are a plus 
- Knowledge of deep reinforcement learning and SLAM are a plus 

Duration: 6 months, in 2022. 

Place: Naver Labs Europe, Meylan, France 
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