
ESTIMATING POLYP SIZE FROM A SINGLE COLONOSCOPY IMAGE USING A
SHAPE-FROM-SHADING MODEL
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d Machine Learning, Perception and Discovery Lab (MindLab)

e Unité d’Informatique et d’Ingénierie des Systémes, ENSTA-Institut Polytechnique de Paris, France
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ABSTRACT

Colonoscopy (CO) is the most useful procedure to estimate the polyp
size as part of surveillance and therapeutic management to prevent
Colorectal cancer. Studies have reported a high rate of misestimated
lesions by experts, reaching a relative accuracy of 67%. This work
presents a method to estimate polyp size from a raw CO frame. A
shape-from-shading model trained with synthetic images estimates
a depth map to reconstruct the three-dimensional (3d) colon struc-
ture. Polyp is segmented in RGB image with a U-Net, to compute
diameter in pixels. This diameter is projected onto the 3d surface
to compute polyp size in millimeters. The method obtained a mean
absolute error of 2.16mm and relative accuracy of 88.17% in 2 802
synthetic images, and 2.06 mm in 100 real images. In a binary
classification task (≤ 10 mm or ≥ 10 mm), the method achieved
macro F1 scores of 89% and 72% in the synthetic and real databases
respectively.

Index Terms— Colonoscopy, Synthetic database, Depth esti-
mation, polyp size estimation

1. INTRODUCTION

Colorectal cancer (CRC) represents a significant global health issue
being the second most mortal cancer worldwide in 2020 [1]. The
CRC is usually manifested as polypoid (elevated) or non-polypoid
(flat) masses growing from the intestinal mucosa, which will eventu-
ally evolve to adenocarcinoma or hyperplasia[2, 3]. Colonoscopy
(CO) is the most useful procedure for diagnosing CRC, whereby
a gastroenterologist visualizes the colon wall searching polyps [4].
The size of any detected polyp plays a major role in deciding the
surveillance intervals, i.e. patients with polyps larger than 10 mm
must have CO surveillance within 3 years [5]. Also, particular thera-
peutic strategy is defined based on polyp size [6] as follows: diminu-
tive and small (≤ 10 mm) lesions may be immediately and com-
pletely removed (polypectomy) using cold biopsy forceps or cold
snare: large polyps (> 10 mm) are treated with hot snare, whereas
huge polyps (> 20mm) or large number of polyps require a colec-
tomy or proctocolectomy [7, 8]. Usually, experts estimate polyp size
by visual examination and less frequently, they place an instrument
with known sized (e.g. biopsy forceps or linear probes) near the
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lesion and compare their diameters [9]. However, different studies
have reported a high rate of misestimated lesions reaching a relative
accuracy of 67%, overestimates in most cases, with considerable in-
ter and intra-observer variability [6, 10]. Nevertheless, the real size
of polyps in-vivo is not possible to obtain during a CO since polyps
lose mass immediately after resection, being smaller in ex-vivo esti-
mations [11]. Hence, most clinical trials set as ground truth the size
estimation of the most experienced specialist using a linear probe
[10]. Recently, a laser probe called virtual scale endoscopy has re-
ported fewer misestimated lesions, but this tool has not been incorpo-
rated into clinical practice yet [6, 9]. Nevertheless, estimating polyp
size during a routine CO needs to be improved or supported with
second readers, and other workflows must be proposed to validate
the performance of current and new strategies.

Some computational strategies have been proposed to estimate
polyp size or classify the lesions in different size ranges. For in-
stance, Kwak et al. [12] approximate the diameter of a polyp prop-
agating a reference distance computed between the main vessels of
the mucosa. First, a W-Net, an ensemble of two consecutive U-Nets
trained with four retinal image datasets that include reference dis-
tances, is used to segment the colonic vessels. Then, the reference
distance of main vessels in a CO image is determined by searching
a similar configuration of vessels in the retinal image dataset. In
a set of 30 polyps, this work obtained a Concordance Correlation
Coefficient of 0.96 between the estimated sizes and the lesion mea-
surements after resection. On the other hand, the work presented by
Abdelrahim et al. [13] evaluates two approaches to classify polyp
size as ≤ 5 mm or ≥ 5 mm: automated sizing using Structure
from Motion (SfM) in 22 premeasured polyps fixed in ex-vivo pig
colon and a convolutional neural network (CNN), i.e. VGG-16,
trained with 301 human polyps and tested with 10. The SfM sys-
tem showed a superior polyp size classification accuracy of 85.2%
compared to 59.5% obtained by experts in ex-vivo models, while
the CNN achieved an accuracy of 80% using the average estimation
of three expert gastroenterologists as ground truth for training and
testing the network. Another approach presented by Itoh et al. [14]
constructed a simplified virtual colon model from nine CT scans, i.e.,
without tissue appearance nor specular reflections, to emulate virtual
CO explorations and obtain synthetic RGB images with depth maps.
Then, a Cycle-Generative Adversarial Network (Cycle-GAN) learns
the colon shape from synthetic images to estimate a depth map from
real RGB images. Simultaneously, a You-Only-Look-Once network
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Fig. 1. Pipeline of the proposed approach is composed of 5 steps. First, a frame with the presence of a polyp is selected by an expert during
a colonoscopy procedure. Second, a depth map is estimated using a shape-from-shading model which was trained with a synthetic collection
(see Section 2.1). Third, segmentation of the polyp is achieved using a U-Net trained with RGB+Depth images. The diameter is computed
in two reference points from the polyp segmentation. Fourth, the estimated depth map with intrinsic camera parameters serves to reconstruct
the 3d shape of the colon wall. Fifth, the Euclidean distance between the 3d position of the two reference points establishes the polyp size.

(YOLOv3) localizes a lesion in a bounding box and then uses it to
extract depth information. The extracted depth region is used to feed
a CNN which estimates the polyp size using 30 subjects for train-
ing. Performance was assessed in nine CO images from different
subjects obtaining a mean absolute error of 1.36mm w.r.t. an expert
visual estimation. However, these strategies are limited in a) vali-
dating their performance since variability and number of lesion sizes
were scarce [12, 13, 14], b) they required different image modalities
to train their methods [14, 12], c) a rigid colon wall was assumed to
estimate size from motion [13], d) the methods ought specific struc-
tures present in the images with a particular position of CO device
[12]. In addition, these works did not release the source code of their
methods and used private databases, so it is not possible to compare
with them.

A main contribution of this work is the automatic estimation
of polyp size using a single image based on a shape-from-shading
model learned in synthetic CO images. The size estimated for this
approach is used to evaluate a binary classification task, i.e. whether
a polyp is either ≤ 10mm or > 10mm. In clinical practice, this task
is very useful for determining whether a patient requires a CO in the
upcoming three years or guiding whether a polyp should be removed
with cold biopsy forceps or hot snare. Additionally, we provided a
synthetic colonoscopy collection with depth maps, segmentation of
lesions, and size annotations.

2. METHODOLOGY

The polyp size is defined as its diameter D, which is the largest
Euclidean distance between the lesion’s contour points in the three-
dimensional (3d) reconstruction of the colon wall, estimated in mil-
limeters. First, 3d reconstruction of the colon wall is obtained by
estimating a depth map from a single image using a shape-from-
shading neural model trained with a collection of synthetic CO im-
ages. Second, the polyp is segmented using a U-Net, which is fed
with RGB images enriched with the estimated depth map as an ad-
ditional channel. The polyp segmentation is used to compute the
two furthest pixels from the contour, which are back-projected onto
the 3d reconstruction where the polyp size D is computed. Finally,
the estimated size is used to assess a task of clinical relevance: a
binary task between ≤ 10 mm or > 10 mm to support endo-

scopic surveillance and therapeutic management. Performance of
these steps is two-fold validated: with synthetic and real CO collec-
tions. A pipeline of the method is presented in Fig 1 and described
hereafter.

2.1. Estimating colon depth based on Shape-from-Shading.

The depth map of a CO frame associates to each visible colon wall
point the distance to the focal plane, therefore this map captures the
3d colon shape. Colon depth may be estimated by learning the vari-
ations of shading with respect to both the distance and orientation of
the camera, a technique known as shape-from-shading. As this esti-
mation is an ill-posed problem by the multiple approximations that
may co-exist of a 3d-scene from a 2d-image, different constraints
regularize the solution, such as: a) the camera obeys a pinhole model
with constant focal length, b) the light source’s position is close to
the camera’s optical center, and c) the mucosa reflection is mostly
Lambertian. These constraints facilitate capturing the colon shape as
a function of a light source which dims out as the distance increases
by a simple intensity attenuation model, an intensity inverse square
law. In these conditions, a deep network can learn such model, i.e.,
a depth map may be reliably obtained given a single RGB image by
a pixel-level regression task. Such regression is performed by super-
vised learning of the Shape-from-shading network (SfSNet) [15]
that consists of an encoder-decoder layout, i.e., the encoder is the
EfficientNetB0 architecture, the decoder includes four up-sampling
blocks, and between the encoder-decoder, long skip connections are
incorporated [15]. A customized loss function L balances a smooth
reconstruction of the depth map with the Lz term, while it also pre-
serves the high-frequency details or borders with Le and Lc, respec-
tively related to the edge (gradient ∇) and curvature (Hessian matrix
H) of the depth maps, defined as:

L(d, d̂) = w1Lz(d, d̂)+w2Le(∇(d),∇(d̂))+w3Lc(H(d), H(d̂))

where d̂ is the estimated depth, d is the ground truth. w1 = 0.1,
w2 = 0.3 and w3 = 0.6 were set through ablation study. All terms
are defined in the L1 norm.



2.2. Three-dimensional reconstruction of colon wall

3d reconstruction of the colon wall is used to obtain the 3d positions
of each pixel in the RGB image, allowing estimation of any distance
or size, such as polyp diameter. This reconstruction is achieved by
using the estimated depth map of an RGB image to back-project
from the 2d image coordinate system to the 3d world coordinate
system. Therefore, a pixel at 2d coordinates (u, v) with depth d is
mapped to the (x, y, z) 3d world coordinates in millimeters using
the intrinsic parameters of the camera, as follows

(
x y z

)T
=

dK−1
(
u v 1

)T with:

K−1 =

1/f 0 −cx/f
0 1/f −cy/f
0 0 s


Where f , the focal distance, s a scale factor, and (cx, cy) the fo-

cal center. The result of this transformation is a point cloud forming
a partial 3d reconstruction of the colon wall.

2.3. Polyp segmentation strategy

The polyp contour is essential to find the two reference points in the
RGB image that form the diameter or size of a polyp. A fully auto-
matic approach is proposed using a classic but still relevant segmen-
tation method, a U-Net, which serves to segment the polyp contour.
The first layer of this network is adapted to support RGB-Depth im-
ages, i.e. the estimated depth map is concatenated as an additional
channel to the RGB image, with the aim of improving the segmenta-
tion task using 3d shape information. Lastly, a specialist confirms
the network’s segmentation and makes any necessary corrections
since a misestimation may occur, e.g. in tiny sessile polyps with
poorly defined edges.

2.4. Polyp size estimation

The two reference points calculated in the polyp segmentation step
are projected to the 3d reconstruction of the colon wall. After, the
Euclidean distance is computed between the points, representing the
largest diameter d̂ or size of a polyp. This estimation is obtained in
millimeters.

2.5. Datasets

• SUN Database: This study [16] comprised 100 subjects who
underwent CO procedures and were diagnosed with polyps at
Showa University Northern Yokohama Hospital. The detected
polyps have an average size of 6.2mm± 3.72mm and most of
them are low-grade adenomas according to pathological analy-
sis. In terms of shape, 59 are polypoid lesions (Ip and Is) and the
rest are non-polypoid of type IIa according to Paris classification
[2]. This collection provides 49 136 raw images with different
perspectives of the polyps, and every frame was annotated by an
expert gastroenterologist with a bounding box. Also, polyp size
was estimated by the expert, but this estimation does not corre-
spond to all frames. For this reason, an external expert selects
a frame that better correlates with the provided size and man-
ually delineates the lesion. 100 raw CO images with different
polyps were taken from this database and these are used only for
evaluating the complete approach.

• Synthetic collection: This database [15] provides 47 synthetic
CO videos (248 400 frames) generated at a spatial resolution of
1 280 × 1 080 pixels and 15 frames per second. The videos
were rendered in a virtual environment in which 3d colon mod-
els were constructed using averaged colon measurements from

500 adults. These models contain approximately 430 synthetic
polyps with sizes from 3 to 30 millimeters. In this work, the
depth estimation network is trained and tested with this collec-
tion since depth maps are provided. In addition, a segmented
ground truth mask and polyp size are provided for 2 802 frames
in the testing set, frames used to challenge the complete ap-
proach for polyp size estimation.

• Two collections with pixel-wise image segmentation of polyps
are used to train a U-net. First, the Kvasir-SEG dataset which
has 1000 polyp images with a resolution of 332×487 to 1 920×
1 072 pixels. Each image contains at least one polyp with a
ground truth polyp mask [17]. Second, the CVC-ClinicDB has
612 images of 384 × 288 resolution. The frames are extracted
from 25 different studies with 29 sequences. Each image con-
tains one polyp with its ground truth mask [18].

3. EVALUATION AND RESULTS

Performance of the proposed approach was two-fold assessed:
1. Polyp size estimation: This task is evaluated with the Rel-

ative Accuracy (relACC), Mean Absolute Error (MAE), and Mean
Bias Error (MBE).

2. Binary classification between polyp ≤ 10 mm and
polyp > 10mm classes: F1 score (F1) and MAE are computed for
each class and macro F1 score (macro-F1) for the complete task.

Both tasks are challenged in synthetic and real CO databases.
For synthetic collection, the method is assessed by comparing the
estimated size D̂ with the ground truth size D for each frame, being
D a precise measurement obtained from ground-truth depth maps.
For the real collection, SUN Database, the estimated size D̂ is com-
pared with the estimation performed by an expert gastroenterologist
D̂expert to assess the similarity between both estimations.

3.1. Experimental setup

The three intermediate tasks were evaluated and tested as follows:
• Depth estimation: the SfSNet was trained and tested using the

synthetic collection split into 65% for training, 15% for vali-
dating, and 20% for testing. During the training, five common
hyper-parameters of the network were optimized in 75 trials.
This network reached an accuracy of 95.65% and a root-mean-
square error of 4.51mm.

• Polyp segmentation: U-net was trained with CVC-ClinicDB and
Kvasir-SEG collections, with a total of 1 449 images with the
presence of polyps (90% for training and 10% for validation).
Hyper-parameter optimization was performed during training
using a grid-search strategy for initial learning rate and batch
size. Performance of this network in the synthetic database was
an average DICE-score of 0.89± 0.09, and in the SUNDatabase
was 0.71 ± 0.27. An expert verified whether the segmenta-
tion provided by the method was acceptable to estimate polyp
size. The inaccurate segmentations were replaced using manual
segmentation by the expert. For the synthetic database, 217 of
2 800 polyps segmentations were corrected, and for the SUN
Database, were 16 of 100.

• Intrinsic camera parameters: the focal length f , focal axis
points (cx, cy) and the scale s are used to reconstruct the 3d
structure of colon. The virtual camera used to generate the syn-
thetic collection was set to a f = 1.755 mm (448.13 pixels)
corresponding to a wide-angle camera of 110◦, (cx, cy) = (0, 0)
and s = 1. Since the SUN database did not provide these in-
trinsics of the CO device, the f and s employed in the virtual
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Fig. 2. Size estimations of the proposed approach on 10 images from SUN Database.

camera had to be adjusted for the SUN database in an optimiza-
tion task. First, this database was split randomly into 90% for
testing the complete workflow and 10% for calibrating f and s.
With this subset, the polyp size estimation error was minimized
while varying the f and s during 100 trials. The result of this
process was f = 3.159mm and s = 4.1.

3.2. Polyp size estimation

The proposed approach achieved a reliable polyp size estimation in
the synthetic database with MAE of 2.16mm and relAcc of 88.17%
(see Table 1). For SUN Database, the estimated size in these real
images was very similar w.r.t. estimation of the expert obtaining an
MAE of 2.06 mm. MBE of −0.46 mm indicated that the method
tended to slightly underestimate size in the synthetic set, and for
SUN Database, to overestimate minimally with MBE of 0.03mm.

Database MAE (mm) MBE (mm) relAcc (%)
SyntheticDb 2.16 -0.46 88.17
SUNDb 2.06 0.03 63.07

Table 1. Evaluation metrics computed in the Synthetic and SUN
Database for polyp size estimation task.

Figure 2 illustrates the size estimation and segmentation results
in the Synthetic and SUN databases. The red contour stands for the
ground truth delineation and the yellow contour is the estimated seg-
mentation, showing a reliable overlap as shown from a to i. The seg-
mentation method fails in lesions with total or partially fuzzy borders
(j). Considering that the variability of lesions in the SUN Database is
high in terms of size, appearance, and the depth where these are lo-
cated, the estimated sizes by the method were outstanding. Also, the
estimations are very similar compared to the specialist with several
years of expertise.

3.3. Binary classification between polyp ≤ 10mm and polyp >
10mm classes

The estimated size served to classify a polyp in two classes as fol-
lows: polyps smaller than or equal to 10 mm in size (class 1) or
polyps larger than 10 mm in size (class 2). Replicating this pro-
cedure with ground truth size in the synthetic database, a confusion

matrix was computed comparing labels established by the method
and ground truth labels, in which an outstanding performance (see
Table 2) was reached with a macro F1 score of 89%. MAE for both
classes was less than 2.3mm. For the SUN Database, confusion ma-
trix was built with labels established by the method and those com-
puted using the estimated size by the expert. Classification made by
the expert and the method also was similar, producing a macro F1
score of 72%. MAE in class polyp > 10mm was high because the
estimated depth in CO frames with large polyps is less precise.

Database Class N. frames MAE(mm) F1(%)

SyntheticDb ≤ 10mm 408 1.26 81
> 10mm 2 394 2.31 94

SUNDb ≤ 10mm 76 1.78 92
> 10mm 14 4.28 52

Table 2. Evaluation metrics computed in the Synthetic and SUN
Database for the binary classifications task.

4. CONCLUSIONS AND DISCUSSION

This work developed a method for estimating polyp size in mil-
limeters from a single CO image. The proposed technique uses
shading in colon wall to estimate 3d colon structure in a world
coordinate system. The results reveal that the estimations by the
proposed approach were equivalent to those obtained by expert
gastroenterologists. With a relative accuracy above 80% obtained
by the proposed method, the estimated size was useful to classify
these lesions as smaller or larger than 10 mm. This categoriza-
tion is extremely important in clinical practice since it is utilized
to decide CO surveillance as well as the surgical method to re-
move the lesion. In comparison to state-of-the-art approaches, this
approach is closer to clinical application since it does not require
elaborate protocols and is capable of handling artifacts without
requiring preprocessing. Source code and subset of the synthetic
database which contains the polyp segmentations with their sizes
are publicly available in https://github.com/jaruanob/
PolypSizeEstimation_SfSNet.git so that new works can
be compared with this approach. Future work includes increasing
the amount of validation data as well as the number of experts with
whom the method is compared.
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