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1 – Convolution  Kernels

Look at the following 2d convolution kernels, try to interpret them mathematically (i.e. what 
measure are they supposed to estimate when they are applied on an image), and say what is their 
expected effect on the image. The origin of the kernel appears in bold.
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Reply:

(a) The sum of the kernel is 1, with only positive values, it is a smoothing
kernel that computes the average values of the 4 pixels located at (4,4) 
steps at the top-left of the current pixel. The resulting image must then 
look both blurred and shifted to the bottom-right.

(b) The sum of the kernel is 0, it is vertically symmetric and horizontally 
antisymmetric. It is a composition of a (first order) horizontal derivating 
kernel, and a vertical smoothing kernel which is a 5x1 approximation of the 
Gaussian kernel based on the binomial coefficients (Pascal triangle). So the
convolution by this kernel estimates the horizontal component of the 
gradient vector. The resulting image must display large (positive or 
negative) values along the straight vertical contours.

(c) The kernel is symmetric, with zero sum and negative values along the 
horizontal axis. It is a composition of a (second order) vertical derivating
kernel and a horizontal smoothing kernel which is a 1x3 box filter. So the 
convolution by this kernel estimates the second derivative with respect to 
the y axis. The resulting image must produce sign changes around the 
horizontal contours.

(d) The kernel is symmetric, with zero sum, negative values in the centre, 
and positive values in the periphery. It is an approximation of the 
Laplacian operator at the scale of 5x5 pixels. The resulting image must 
produce sign changes around the contours, whatever their orientation.      



2 – Image sub-sampling, Visual Aliasing and Multi-scale analysis 

Define the operation of image sub-sampling, and the phenomenon of aliasing in images. Explain the
rules of sub-sampling to obtain a multi-resolution representation (pyramid) of an image. What is the
interest of multi-scale analysis (provide two examples)?        

Reply:

Sub-sampling is the process of reducing the number of samples (pixels) in an 
image. If the image is not smoothed before being sub-sampled, artifact 
structures can appear in the regions of highest frequency, due to spectrum 
overlaps. 
This phenomenon known as aliasing must be avoided while sub-sampling an image 
to obtain an image pyramid. To do so, the image must be smoothed in order to 
remove the highest frequencies and to respect the Shannon-Nyquist criterion 
(sample frequency must be at least twice the highest frequency in the image).
The interest of multi-scale analysis is to be able to estimate any local 
feature (contrast, orientation, curvature,...) relatively to different scales, 
which is essential as long as the interest objects in the image may have 
different sizes.
Multi-scale analysis appear in many cases in computer vision, e.g. to compute 
scale-invariant image representations (corner points, contours,...) or by the 
convolutional networks, where the intrinsic scale of a feature map, related 
with the size of the receptive field, increase with the depth of the layer.  

3 – Interest (salient) points in images

Interest (or salient) points in images are points that are expected to be easier to track from one 
image to the other. How can you characterise them in terms of appearance? Cite 2 examples of 
algorithm to detect them. What are the expected properties of a good detector?     

Reply:

Salient points must be easily distinguishable from their neighbourhood. Their 
local geometry must then present some singularity: corner points, white or dark
spots, saddle points, junctions,...
Many algorithms exist to detect them, for example:

• The determinant of the Hessian matrix (SURF, KAZE,...) can be used, as 
its local extrema correspond to points with two high (absolute) main 
curvatures K1 and K2. The case of 0 << K1 < K2 correspond to white spots, 
K1 < K2 << 0 to dark spots, and K1 << 0 << K2 to saddle points.

• The FAST detector selects corner points by finding pixels whose 
neighbourhood, represented by the discrete circle of radius 3 centred on 
the pixel, is such that there exists a long run of contiguous pixels 
whose values are all significantly higher or all significantly lower than
the centre's value.

A good detector is expected to be sensitive (i.e. detect many points), 
repeatable (i.e. detect the same points in different images whatever their 
deformation), and efficient (i.e. fast to calculate).



4 – Neural networks

In the purpose to detect defaults in industrial textiles, a neural network has been trained to classify 
small (5×5) image patches into two classes (default / no default). The neural network is a multi-
layer perceptron (MLP) with 2 hidden layers, each one composed of 10 neurons. The input is a  
5×5 graylevel image patch, and the output is a vector of dimension 2. All activation functions are 
assumed to be ReLU. (1) Draw the network. (2) Write the function that relates the input to the 
output of the network. (3) Explain how this binary classifier can be used to detect defaults in large 
textile images. 

Reply:

1-

2- Let I∈ℝ25 the input patch, D∈ℝ2 the binary output. Wi, Wh and Wo are the 
weight matrices, with sizes 10x25, 10x10 and 2x10 respectively. bi∈ℝ

10
, 

bh∈ℝ
10,and bo∈ℝ

2 are the bias vectors. 
The output is given by: D = SoftMax(ReLu(WOx2 + bO)),
with x2 = ReLu(Whx1 + bh), and x1 = ReLu(WiI + bi).

3- On inference, one patch I is classified by l(I) = Arg Max D(I). For a large 
textile image, there are many different solutions: the image can be sliced into
5x5 tiles, each one being classified as a whole, or each pixel can be 
classified once according to the class of its 5x5 neighbourhood, or for more 
robustness, each pixel can be multiply classified according to every patch it 
belongs to, the label being set on a majority rule:

l(x) = Maj {Arg Max D(I); x ∈ Supp(I)}
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